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Abstract

Research on the automatic analysis of cryptographic protocols has so far mainly concentrated on reachability properties, such as secrecy and authentication. Only recently it was shown that certain game-theoretic security properties, such as balance for contract-signing protocols, are decidable in a Dolev-Yao style model with a bounded number of sessions but unbounded message size. However, this result does not provide a practical algorithm as it merely bounds the size of attacks. In this paper, we prove that game-theoretic security properties can be decided based on standard constraint solving procedures. This paves the way for extending existing implementations and tools for reachability properties to deal with game-theoretic security properties.

1 Introduction

One of the central results in the area of automatic analysis of cryptographic protocols is that the security of cryptographic protocols is decidable when analyzed w.r.t. a finite number of sessions, without a bound on the message size, and in presence of the so-called Dolev-Yao intruder (see, e.g., [13, 1]). Based on this result, many fully automatic tools (see, e.g., [2, 7, 12]) have been developed and successfully applied to find flaws in published protocols, where most of these tools employ so-called constraint solving procedures (see, e.g., [12, 7, 4]). However, the mentioned decidability result and tools are restricted to security properties such as authentication and secrecy which are reachability properties of the transition system associated with a given protocol. In contrast, crucial properties required of contract-signing and related protocols (see, e.g., [9, 3]), for instance abuse-freeness [9] and balance [5], are game-theoretic properties of the structure of the transition system associated with a protocol. Balance, for instance, requires
that in no stage of a protocol run, the intruder or a dishonest party has both a strategy to abort the run and a strategy to successfully complete the run and thus obtain a valid contract.

Only recently [10], the central decidability result mentioned above was extended to such game-theoretic security properties, including, for instance, balance. However, the decision algorithm presented there is merely based on the fact that the size of attacks can be bounded, and hence, all potential attacks up to a certain size have to be enumerated and checked. Clearly, this is completely impractical.

The main contribution of the present work is a constraint-based decision algorithm for the game-theoretic security properties of the kind considered in [10]. The main feature of our algorithm is that it can be built on top of standard constraint solving procedures (see, e.g., [12, 7, 4] and references therein). As mentioned, such procedures have successfully been employed for reachability properties in the past and proved to be a good basis for practical implementations. Hence, our algorithm paves the way for extending existing implementations and tools for reachability properties to deal with game-theoretic security properties.

In a nutshell, our constraint-based algorithm works as follows: Given a protocol along with the considered game-theoretic security property, first the algorithm guesses what we call a symbolic branching structure. This structure represents a potential attack on the protocol and corresponds to the interleavings, which are, however, linear structures, guessed for reachability properties. In the second step of the algorithm, the symbolic branching structure is turned into a so-called constraint system. This step requires some care due to the branching issue and write-protected channels considered in our model (also called secure channels here), i.e., channels that are not under the control of the intruder. Then, a standard constraint solving procedure (see above) is used to compute a finite sound and complete set of so-called simple constraint systems. A simple constraint system in such a set represents a (possibly infinite) set of solutions of the original constraint system and the sound and complete set of these simple constraint systems represents the set of all solutions of the original constraint system. Finally, it is checked whether (at least) one of the computed simple constraint systems in the sound and complete set passes certain additional tests.

There are some crucial differences of our constraint-based algorithm to algorithms for reachability properties: First, as mentioned, instead of symbolic branching structures for reachability properties only interleavings, i.e., linear structures, need to be guessed. Turning these interleavings into constraint systems is immediate due to the absence of the branching issue and the absence of secure channels. Second, and more importantly, for reachability properties it suffices if the constraint solving procedure only returns one simple constraint system, rather than a sound and complete set. Third, the final step of our constraint-based algorithm—performing additional tests on the simple constraint system—is not required for reachability properties.

We emphasize that even though for reachability properties it suffices if the constraint
solving procedure returns only one simple constraint system, standard constraint solving procedures are typically capable of computing sound and complete sets of simple constraint systems. Any such procedure can be used by our constraint-based algorithm as a black-box for solving constraint systems. This makes it possible to extend existing implementations and tools for reachability properties to deal with game-theoretic properties since the core of the algorithms—solving constraint systems—remains the same, provided that the considered cryptographic primitives can be dealt with by the constraint solving procedure (see Section 4).

The protocol and intruder model that we use is basically the one proposed in [10], which in turn is the “bounded session” version of a model proposed in [5]. We slightly modify the model of [10]—without changing its expressivity and accuracy—in order to simplify our constraint-based algorithm (see Section 2 and 3). For instance, while in [10] intruder strategies are positional, it turns out that the constraint-based algorithm is considerably simpler for intruder strategies which may depend on the history of the protocol run. However, it is not hard to show that both notions of strategies are equivalent in our setting, and hence, we can w.l.o.g. choose the notion of strategy that fits best for our purpose.

Further related work. Contract-signing and related protocols have been analyzed both manually [5], based on a relatively detailed model (as mentioned, our model is a “bounded session” version of this model), and using finite-state model checking (see, e.g., [14, 11]), based on a coarser finite-state model. Drielsma and Mödersheim [8] were the first to apply an automatic tool based on constraint solving to the contract-signing protocol by Asokan, Shoup, and Waidner [3]. Their analysis is, however, restricted to reachability properties since game-theoretic properties cannot be handled by their tool. The results shown in the present work pave the way for extending such tools in order to be able to analyze game-theoretic properties.

Structure of this paper. In Section 2 we recall the protocol and intruder model and in Section 3 the intruder strategies and the game-theoretic properties first introduced in [10], and point out the mentioned differences. Section 4 provides the necessary background on constraint solving. In Section 5, we present our constraint-based decision algorithm along with an example and state our main result—soundness, completeness, and termination of the algorithm, with the proof given in Section 6. We conclude in Section 7.

2 The Protocol and Intruder Model

Our protocol and intruder model that we use basically coincides with the model first introduced in [10], which in turn is the “bounded session” version of the model proposed
in [5]. We only slightly modify the model in [10] in that we impose a restriction on principals which is necessary for principals to perform feasible computations. We refer the reader to [10] for more details on the model and examples.

In our model, a protocol is a finite set of principals and every principal is a finite tree, which represents all possible behaviours of the principal. Each edge of such a tree is labeled by a rewrite rule, which describes the receive-send action that is performed when the principal takes this edge in a run of the protocol.

When a principal carries out a protocol, it traverses its tree, starting at the root. In every node, the principal takes its current input, chooses one of the edges leaving the node, matches the current input with the left-hand side of the rule the edge is labeled with, sends out the message which is determined by the right-hand side of the rule, and moves to the node the chosen edge leads to. While in the standard Dolev-Yao model (see, e.g., [13]) inputs to principals are always provided by the intruder, in our model it can also come from the secure channel, which the intruder does not control, i.e., the intruder cannot delay, duplicate, remove messages, or write messages onto this channel under a fake identity (unless he has corrupted a party). However, just as in [5], the intruder can read the messages written onto the secure channel. We note that our results also hold in case of read-protected secure channels. Another difference to standard Dolev-Yao models is that, in order to be able to formulate game-theoretic properties, we explicitly describe the behavior of a protocol as an infinite-state transition graph which comprises all runs of a protocol.

2.1 Terms and Messages

We have a finite set $\mathcal{V}$ of variables, a finite set $\mathcal{A}$ of atoms, a finite set $\mathcal{K}$ of public and private keys, an infinite set $\mathcal{A}_I$ of intruder atoms, and a finite set $\mathcal{N}$ of principal addresses. All of them are assumed to be disjoint.

The set $\mathcal{K}$ is partitioned into a set $\mathcal{K}_{pub}$ of public keys and a set $\mathcal{K}_{priv}$ of private keys. There is a bijective mapping $\cdot^{-1}: \mathcal{K} \rightarrow \mathcal{K}$ which assigns to every public key the corresponding private key and to every private key its corresponding public key.

Typically, the set $\mathcal{A}$ contains names of principals, atomic symmetric keys, and nonces (i.e., random numbers generated by principals). We note that we will allow non-atomic symmetric keys as well. The atoms in $\mathcal{A}_I$ are the nonces, symmetric keys, etc. the intruder may generate. The elements of $\mathcal{N}$ are used as addresses of principals in secure channels.

We define two kinds of terms by the following grammar, namely plain terms and
secure channel terms:

\[
plain-terms ::= V | A | A_I | \langle plain-terms, plain-terms \rangle |
\{plain-terms\}_p^{x} | \{plain-terms\}_K^{a} | \text{hash}(plain-terms) | \text{sig}_{K}(plain-terms)
\]

\[
sec-terms ::= sc(N, N, \text{plain-terms})
\]

\[
terms ::= plain-terms | sec-terms | N
\]

Plain terms, secure channel terms, and terms without variables (i.e., ground terms) are called plain messages, secure channel messages, and messages, respectively. As usual, \( \langle t, t' \rangle \) is the pairing of \( t \) and \( t' \), the term \( \{t\}_t^{x} \) stands for the symmetric encryption of \( t \) by \( t' \) (note that the key \( t' \) may be any plain term), \( \{t\}_K^{a} \) is the asymmetric encryption of \( t \) by \( k \), the term \( \text{hash}(t) \) stands for the hash of \( t \), and \( \text{sig}_{k}(t) \) is the signature on \( t \) which can be verified with the public key \( k \).

A secure channel term of the form \( sc(n, n', t) \) stands for feeding the secure channel from \( n \) to \( n' \) with \( t \). A principal may only generate such a term if he knows \( n \) and \( t \) (but not necessarily \( n' \)). This guarantees that a principal cannot impersonate other principals on the secure channel. Knowing \( n \) grants access to secure channels with sender address \( n \). Let \( V(t) \) denote the set of variables occurring in the term \( t \).

The set \( \text{Sub}(t) \) of subterms of \( t \) and the set \( \text{Sub}(E) \) of subterms of a set \( E \) of terms is defined in the obvious way.

A (ground) substitution assigns (ground) terms to variables. The domain of a substitution is denoted by \( \text{dom}(\sigma) \) and defined by \( \text{dom}(\sigma) = \{ x \in V | \sigma(x) \neq x \} \). Substitutions are required to have finite domains. Given two substitutions \( \sigma \) and \( \sigma' \) with disjoint domains, their union \( \sigma \cup \sigma' \) is defined in the obvious way. Given a term \( t \), the term \( \tau \sigma \) is obtained from \( t \) by simultaneously substituting each variable \( x \) occurring in \( t \) by \( \sigma(x) \). For substitutions \( \sigma \) and \( \tau \) we define \( (\tau \circ \sigma)(x) = \tau(\sigma(x)) \) for every \( x \).

The set of subterms of a term is defined as expected. We say that \( t \) is used as a verification key in \( t' \) if \( t' \) has a subterm of the form \( \{s\}_t^{x} \), \( \{s\}_{t-1}^{a} \), or \( \text{sig}_{s}(s) \) for some term \( s \). Intuitively, a verification key is needed to decrypt messages or verify the signature. For example, if a principal \( A \) receives the message \( m = \{\langle A, x \rangle\}_a^{s} \) and wants to check whether the plain text matches with \( t' = \langle A, x \rangle \), then the principal first needs to decrypt \( m \) with the verification key \( a \).

### 2.2 Intruder

Given a set \( \mathcal{I} \) of general messages, the (infinite) set \( d(\mathcal{I}) \) of general messages the intruder can derive from \( \mathcal{I} \) is the smallest set satisfying the following conditions:

1. \( \mathcal{I} \subseteq d(\mathcal{I}) \).
2. Composition and decomposition: If \(m, m' \in d(I)\), then \(\langle m, m' \rangle \in d(I)\). Conversely, if \(\langle m, m' \rangle \in d(I)\), then \(m \in d(I)\) and \(m' \in d(I)\).

3. Symmetric encryption and decryption: If \(m, m' \in d(I)\), then \(\{m\}^s_{m'} \in d(I)\). Conversely, if \(\{m\}^s_{m'} \in d(I)\) and \(m' \in d(I)\), then \(m \in d(I)\).

4. Asymmetric encryption and decryption: If \(m \in d(I)\) and \(k \in d(I) \cap K\), then \(\{m\}^k_k \in d(I)\). Conversely, if \(\{m\}^k_k \in d(I)\) and \(k^{-1} \in d(I)\), then \(m \in d(I)\).

5. Hashing: If \(m \in d(I)\), then \(\text{hash}(m) \in d(I)\).

6. Signing: If \(m \in d(I)\), \(k^{-1} \in d(I) \cap K\), then \(\text{sig}_k(m)\). (The signature contains the public key but can only be generated if the corresponding private key is known.)

7. Writing onto the secure channel: If \(m \in d(I)\), \(n \in d(I) \cap N\), and \(n' \in N\), then \(\text{sc}(n, n', m) \in d(I)\).

8. Generating fresh constants: \(A_I \subseteq d(I)\).

Each of the above rules only applies when the resulting expression is a term according to the grammar stated above. For instance, a hash of a secure channel term is not a term, so rule 5 does not apply when \(m\) is of the form \(\text{sc}(n, n', m)\).

Intuitively, \(n \in d(I) \cap N\) means that the intruder has corrupted the principal with address \(n\) and therefore can impersonate this principal when writing onto the secure channel.

2.3 Principals and Protocols

Principal rules are of the form \(R \Rightarrow S\) where \(R\) is a term or \(\varepsilon\) and \(S\) is a term.

A rule tree \(\Pi = (V, E, r, \ell)\) is a finite tree rooted at \(r \in V\) where \(\ell\) maps every edge \((v, v') \in E\) of \(\Pi\) to a principal rule \(\ell(v, v')\).

A principal is a tuple consisting of a rule tree \(\Pi = (V, E, r, \ell)\) and a set \(I_\Pi\) of plain messages, the initial knowledge of principal \(\Pi\) such that the following two conditions are satisfied for every \(v_0 = r, v_1, \ldots, v_n \in V\) with \((v_i, v_{i+1}) \in E\) and \(\ell(v_i, v_{i+1}) = R_i \Rightarrow S_i:\)

1. \(V(S_{n-1}) \subseteq \bigcup_{j<n} V(R_j)\).

2. \(t \in d(\{R_0, \ldots, R_{n-1}\} \cup I_\Pi)\) for every verification key \(t\) in \(R_{n-1}\) where the variables in \(\{R_0, \ldots, R_{n-1}\}\) are considered as atoms.

The first condition says that every variable occurring on the right-hand side of a principal rule \(\ell(v, v')\) also occurs on the left-hand side of \(\ell(v, v')\) or on the left-hand side of a principal rule on the path from \(r\) to \(v\). This condition is standard in Dolev-Yao models.
and guarantees that the output produced by a principal depends on the input and cannot be arbitrary.

The second condition says that the decryption and signature verification operations performed by \( \Pi \) when receiving a message are feasible and it is a necessary (not sufficient) condition for the principal to only perform feasible computations. We therefore call this condition the \textit{feasibility condition for principals}. For example, this condition is not satisfied for a principal whose rule tree only contains one edge and this edge is labeled with the principal rule \( \{y\}_x \Rightarrow x \) since \( x \) cannot be derived from the left-hand side of the rule. In fact, this rule allows the principal to extract the encryption key of every ciphertext, which clearly is infeasible. For instance, given \( \{a\}_b \) as input the principal would output \( b \).

For \( v \in V \), we write \( \Pi\backslash v \) to denote the subtree of \( \Pi \) rooted at \( v \). For a substitution \( \sigma \), we write \( \Pi\sigma \) for the principal obtained from \( \Pi \) by substituting all variables \( x \) occurring in the principal rules of \( \Pi \) by \( \sigma(x) \).

A \textit{protocol} \( P = ((\Pi_1, \ldots, \Pi_n), I) \) consists of a finite set of principals and a finite set \( I \) of plain messages and principal addresses, the \textit{initial intruder knowledge}. We require that each variable occurs in the rules of only one principal, i.e., different principals must have disjoint sets of variables. We assume that intruder atoms, i.e., elements of \( \mathcal{A}_I \), do not occur in \( P \).

### 2.4 Transition Graphs Induced by a Protocol

A transition graph \( \mathcal{G}_P \) induced by a protocol \( P \) comprises all runs of a protocol. To define this graph, we first introduce states and transitions between these states.

A \textit{state} is of the form \(((\Pi_1, \ldots, \Pi_n), \sigma, I, S)\) where

1. \( \sigma \) is a substitution,
2. for each \( i \), \( \Pi_i \) is a rule tree such that \( \Pi_i\sigma \) is a principal,
3. \( I \) is a finite set of messages, the \textit{intruder knowledge}, and
4. \( S \) is a finite multi-set of secure channel messages, the \textit{secure channel}.

The idea is that when the transistion system gets to such a state, then the substitution \( \sigma \) has been performed, the accumulated intruder knowledge is what can be derived from \( I \), the secure channels hold the messages in \( S \), and for each \( i \), \( \Pi_i \) is the “remaining protocol” to be carried out by principal \( i \). This also explains why \( S \) is a multi-set: messages sent several times should be delivered several times.

Given a protocol \( P = ((\Pi_1, \ldots, \Pi_n), I) \) the \textit{initial state of} \( P \) is set to be \(((\Pi_1, \ldots, \Pi_n), \sigma, I, \emptyset)\) where \( \sigma \) is the substitution with empty domain.
We have three kinds of transitions: intruder, secure channel, and \( \varepsilon \)-transitions. In what follows, let \( \Pi_i = (V_i, E_i, r_i, \ell_i) \) and \( \Pi'_i = (V'_i, E'_i, r'_i, \ell'_i) \) denote rule trees. We define under which circumstances there is a transition

\[
((\Pi_1, \ldots, \Pi_n), \sigma, I, S) \xrightarrow{\tau} ((\Pi'_1, \ldots, \Pi'_n), \sigma', I', S')
\]

with \( \tau \) an appropriate label.

1. **Intruder transitions:** The transition (1) with label \( i, m, I \) exists if there exists \( v \in V_i \) with \( (r_i, v) \in E_i \) and \( \ell_i(r_i, v) = R \Rightarrow S \), and a substitution \( \sigma'' \) of the variables in \( R \sigma \) such that
   (a) \( m \in d(I) \),
   (b) \( \sigma' = \sigma \cup \sigma'' \),
   (c) \( R \sigma' = m \),
   (d) \( \Pi'_j = \Pi_j \) for every \( j \neq i \), \( \Pi'_i = \Pi_i \setminus v \),
   (e) \( \mathcal{I}' = \mathcal{I} \cup \{ S \sigma' \} \) if \( S \neq sc(\cdot, \cdot, \cdot) \), and \( \mathcal{I}' = \mathcal{I} \cup \{ t \sigma' \} \) if \( S = sc(\cdot, \cdot, t) \) for some \( t \).
   (f) \( S' = S \) if \( S \neq sc(\cdot, \cdot, \cdot) \), and \( S' = S \setminus \{ S \sigma' \} \) otherwise.

This transition models that principal \( i \) reads the message \( m \) from the intruder (i.e., the public network).

2. **Secure channel transitions:** The transition (1) with label \( i, m, sc \) exists if there exists \( v \in V_i \) with \( (r_i, v) \in E_i \) and \( \ell_i(r_i, v) = R \Rightarrow S \), and a substitution \( \sigma'' \) of the variables in \( R \sigma \) such that \( m \in S \), (b)–(e) from 1., and \( S' = S \setminus \{ m \} \) if \( S \neq sc(\cdot, \cdot, \cdot) \), and \( S' = (S \setminus \{ m \}) \cup \{ S \sigma' \} \) otherwise.

This transition models that principal \( i \) reads message \( m \) from the secure channel.

3. **\( \varepsilon \)-transitions:** The transition (1) with label \( i \) exists if there exists \( v \in V_i \) with \( (r_i, v) \in E_i \) and \( \ell_i(r_i, v) = \varepsilon \Rightarrow S \) such that \( \sigma' = \sigma \) and (d), (e), (f) from above.

This transition models that \( i \) performs a step where neither a message is read from the intruder nor from the secure channel.

We call \( i \) the **principal associated with the transition**, \( R \Rightarrow S \) (for the intruder and secure channel transitions) and \( \varepsilon \Rightarrow S \) (for the \( \varepsilon \)-transitions) the **principal rule associated with the transition**, and \( v \) the **principal vertex associated with the transition**.

**Definition 1** Given a protocol \( P \), the transition graph \( G_P \) induced by \( P \) is the tuple \( (S_P, E_P, q_P) \) where \( q_P \) is the initial state of \( P \), \( S_P \) is the set of states reachable from \( q_P \) by a sequence of transitions, and \( E_P \) is the set of all transitions among states in \( S_P \).
We write \( q \in G_P \) if \( q \) is a state in \( G_P \) and \( q \xrightarrow{r} q' \in G_P \) if \( q \xrightarrow{r} q' \) is a transition in \( G_P \).

**Remark 2** The transition graph \( G_P \) of \( P \) is a DAG since by performing a transition the size of the first component of a state decreases. While the graph may be infinite branching, the maximal length of a path in this graph is bounded by the total number of edges in the principals \( \Pi_i \) of \( P \).

### 3 Intruder Strategies and Strategy Properties

In this section, we define intruder strategies on transition graphs and the goal the intruder tries to achieve following his strategy.

As mentioned in the introduction, while in [10] positional intruder strategies have been considered where the strategy of the intruder at a global state of the protocol run may only depend on the current state, here we allow the intruder to take the whole path leading to this state (i.e., the history) into account. While this potentially provides the intruder with more power, these notions are in fact equivalent (see Proposition 4). The main motivation for the new notion of strategy is that it is much better suited for the constraint solving approach (Section 5).

To define intruder strategies, we introduce the notion of a strategy tree, which captures that the intruder has a way of acting such that regardless of how the other principals act he achieves a certain goal, where goal in our context means that a state will be reached where the intruder can derive certain constants and cannot derive others, e.g., for balance, the intruder tries to obtain \( \text{IntruderHasContract} \) but tries to prevent \( \text{HonestPartyHasContract} \) from occurring (see [10] for more details).

**Definition 3** For \( q \in G_P \) a \( q \)-strategy tree \( T_q = (V, E, r, \ell_V, \ell_E) \) is an unordered tree where every vertex \( v \in V \) is mapped to a state \( \ell_V(v) \in G_P \) and every edge \( (v, v') \in E \) is mapped to a label of a transition such that the following conditions are satisfied for all \( v, v' \in V \), principals \( j \), messages \( m \), and states \( q', q'' \):

1. \( \ell_V(r) = q \).
2. \( \ell_V(v) \xrightarrow{\ell_E(v,v')} \ell_V(v') \in G_P \) for all \( (v, v') \in E \).
3. If \( \ell_V(v) = q' \) and \( q' \xrightarrow{j} q'' \in G_P \), then there exists \( v'' \in V \) such that \( (v, v'') \in E \), \( \ell_V(v'') = q'' \), and \( \ell_E(v, v'') = j \).
4. If \( \ell_V(v) = q' \) and \( q' \xrightarrow{j,m,sc} q'' \in G_P \), then there exists \( v'' \in V \) such that \( (v, v'') \in E \), \( \ell_V(v'') = q'' \), and \( \ell_E(v, v'') = j, m, sc \).
5. If \( (v, v') \in E \), \( \ell_E(v, v') = j, m, I \), and there exists \( q'' \neq \ell_V(v') \) with \( \ell_V(v) \xrightarrow{j,m,I} q'' \in G_P \), then there exists \( v'' \) with \( (v, v'') \in E \), \( \ell_E(v, v'') = j, m, I \) and \( \ell_V(v'') = q'' \).
The second condition in the above definition guarantees that all edges in $T_q$ correspond to transitions in $\mathcal{G}_P$. The third condition says that every $\varepsilon$-transition of the original transition system must be present in the strategy graph; this is because the intruder should not be able to prevent a principal from performing an $\varepsilon$-rule. The fourth condition is similar: the intruder should not be able to block secure channels. The fifth condition says that although the intruder can choose to send a particular message to a particular principal, he cannot decide which transition this principal uses (if the message matches two rules).

Note that if $\ell_V(v) = q'$ in a $q$-strategy tree $T_q$, then there exists a path from $q$ to $q'$ in $\mathcal{G}_P$. By Remark 2 this implies that $T_q$ has finite depth.

Let $C, C' \subseteq A \cup K \cup N$. We say that a $q$-strategy tree $T_q$ satisfies $(C, C')$ if for all leaves $v$ of $T_q$ all elements from $C_i$ can be derived by the intruder and all elements from $C'$ cannot, i.e., $C \subseteq d(\mathcal{I})$ and $C' \cap d(\mathcal{I}) = \emptyset$ where $\mathcal{I}$ denotes the intruder knowledge in state $\ell_V(v)$.

A strategy property is a tuple $((C_1, C'_1), \ldots, (C_s, C'_s))$ where $C_i, C'_i \subseteq A \cup K \cup N$. A state $q \in \mathcal{G}_P$ satisfies $((C_1, C'_1), \ldots, (C_s, C'_s))$ if there exist $q$-strategy trees $T_1, \ldots, T_s$ such that every $T_i$ satisfies $(C_i, C'_i)$.

The decision problem g-STRATEGY (with general intruder strategy) asks, given a protocol $P$ and a strategy property $((C_1, C'_1), \ldots, (C_s, C'_s))$, whether there exists a state $q \in \mathcal{G}_P$ that satisfies the property. In this case we write $(P, (C_1, C'_1), \ldots, (C_s, C'_s)) \in \text{g-STRATEGY}$.

Note that in a $q$-strategy tree $T_q$ there may exist vertices $v' \neq v$ with $\ell_V(v') = \ell_V(v)$ such that the subtrees $T_q \downarrow v$ and $T_q \downarrow v'$ of $T_q$ rooted at $v$ and $v'$, respectively, are not isomorphic. In other words, the intruder’s strategy may depend on the path that leads to a state (i.e., the history) rather than on the state alone, as is the case for positional strategies.

As mentioned, the strategies defined in [10] are positional and can therefore be defined as subgraphs of $\mathcal{G}_P$. This is equivalent to postulating that in $q$-strategy trees $T_q$ different subtrees rooted at vertices with the same vertex label are isomorphic. Following common terminology, we call such a $q$-strategy tree positional. Now, we define P-STRATEGY analogously to g-STRATEGY with positional intruder strategies.

The following proposition shows that as far as the strategy properties are concerned there is no difference between positional and non-positional strategies.

**Proposition 4** $(P, (C_1, C'_1), \ldots, (C_l, C'_l)) \in \text{g-STRATEGY}$ iff $(P, (C_1, C'_1), \ldots, (C_l, C'_l)) \in \text{p-STRATEGY}$

**Proof.** It suffices to show that for every $q \in \mathcal{G}_P$ and $(C, C') \subseteq A \cup K \cup N$ there exists a $q$-strategy tree which satisfies $(C, C')$ iff there exists a positional $q$-strategy tree which satisfies $(C, C')$. The direction from right to left is trivial. For the other direction, let $T_q$ be a $q$-strategy tree which satisfies $(C, C')$. If there exist $v' \neq v$ in $T_q$ with
\[ \ell_V(v) = \ell_V(v') = q', \] then it is not hard to see that the tree obtained by replacing \( T_q | v' \) with \( T_q | v \) (and consistently renaming the vertices) is still a \( q \)-strategy tree satisfying \((C, C')\). Now, iteratively starting with the subtrees of maximum depth and replacing all subtrees rooted at vertices labeled with the same state by one of the subtrees among them, we obtain the desired positional \( q \)-strategy tree.

In [10] it was shown that \textsc{p-strategy} is decidable. As an immediate corollary of Proposition 4 we obtain:

**Corollary 5** \textsc{g-strategy} is decidable.

## 4 Constraint Solving

In this section, we introduce constraint systems and state the well-known fact that procedures for solving these systems exist (see, e.g., [12] for more details). In Section 5, we will then use such a procedure as a black-box for our constraint-based algorithm.

A constraint is of the form \( t : T \) where \( t \) is a plain term and \( T \) is a finite non-empty set of plain terms. Since we will take care of secure channel terms outside of constraint solving, we can disallow secure channel terms in constraints.

A constraint system \( \mathbf{C} \) is a tuple consisting of a sequence \( s = t_1 : T_1, \ldots, t_n : T_n \) of constraints and a substitution \( \tau \) such that the domain of \( \tau \) is disjoint from the set of variables occurring in \( s \) and \( \tau(x) \), for all \( x \), only contains variables also occurring in \( s \). We call \( \mathbf{C} \) simple if \( t_i \) is a variable for all \( i \).

A ground substitution \( \sigma \) where the domain of \( \sigma \) is the set of variables in \( t_1 : T_1, \ldots, t_n : T_n \) is a solution of \( \mathbf{C} \) (\( \sigma \vdash \mathbf{C} \)) if \( t_i \sigma \in d(T_i \sigma) \) for every \( i \). We call \( \sigma \circ \tau \) (the composition of \( \sigma \) and \( \tau \)) a complete solution of \( \mathbf{C} \) (\( \sigma \circ \tau \vdash \mathbf{C} \)) with \( \tau \) as above.

For a variable \( x \) in \( \mathbf{C} \), define \( \text{occ}(x) \in \{1, \ldots, n\} \) to be the minimal index such that \( x \in V(t_{\text{occ}(x)}) \), i.e., \( \text{occ}(x) \) is the index of the first constraint in the sequence where \( x \) occurs on the left-hand side of this constraint.

We call a constraint system \( \mathbf{C} \) valid if it satisfies the origination and monotonicity property as defined in [12], i.e.:

1. \( V(T_i) \subseteq V(\{t_1, \ldots, t_{i-1}\}) \).
2. \( T_1 \subseteq T_i \) for every \( i = 1, \ldots, n \).
3. For every \( i \) and \( x \in V(T_i) \), there exists \( T \subseteq T_i \) such that \( V(T) \cap (V(\{t_{\text{occ}(x)}, \ldots, t_n\}) \setminus V(\{t_1, \ldots, t_{\text{occ}(x)-1}\})) = \emptyset \) and \( d(T_{\text{occ}(x)} \sigma) \subseteq d(T \sigma) \) for every \( \sigma \vdash \mathbf{C} \).

These are standard restrictions on constraint systems imposed by constraint solving procedures. The first condition, the origination property, corresponds to the first condition
imposed on principals. The second and third condition form the monotonicity property. The third condition captures the fact that the intruder does not forget information.

A simple constraint system $\mathbf{C}$ obviously has a solution. One such solution, which we denote by $\sigma_\mathbf{C}$, replaces all variables in $\mathbf{C}$ by new intruder atoms $a \in \mathcal{A}_I$ where different variables are replaced by different atoms. We call $\sigma_\mathbf{C}$ the solution associated with $\mathbf{C}$ and $\sigma_\mathbf{C} \circ \tau$ the complete solution associated with $\mathbf{C}$.

Given a constraint system $\mathbf{C}$, a finite set $\{\mathbf{C}_1, \ldots, \mathbf{C}_n\}$ of simple constraint systems is called a sound and complete solution set for $\mathbf{C}$ if $\{\nu \mid \nu \vdash \mathbf{C}\} = \{\nu \mid \exists i \text{ s.t. } \nu \vdash \mathbf{C}_i\}$. Note that $\mathbf{C}$ does not have a solution iff $n = 0$.

The following fact is well-known (see, e.g., [7, 12, 4] and references therein):

**Fact 1** There exists a procedure which given a valid constraint system $\mathbf{C}$ outputs a sound and complete solution set for $\mathbf{C}$.

While different constraint solving procedures (and implementations thereof) may compute different sound and complete solution sets, our constraint-based algorithm introduced in Section 5 works with any of these procedures. It is only important that the set computed is sound and complete. As already mentioned in the introduction, to decide reachability properties it suffices if the procedure only returns one simple constraint system in the sound and complete set. However, the constraint solving procedures proposed in the literature are typically capable of returning a sound and complete solution set.

In what follows, we fix one such procedure and call it the constraint solver. More precisely, w.l.o.g., we consider the constraint solver to be a non-deterministic algorithm which non-deterministically chooses a simple constraint system from the sound and complete solution set and returns this system as output. We require that for every simple constraint system in the sound and complete solution set, there is a run of the constraint solver that returns this system. If the sound and complete set is empty, the constraint solver always returns no.

We note that while standard constraint solving procedures can deal with the cryptographic primitives considered here, these procedures might need to be extended when adding further cryptographic primitives. For example, this is the case for private contract signatures, which are used in some contract signing protocols [9] and were taken into account in [10]. However, constraint solving procedures can easily be extended to deal with these signatures. We have not considered them here for brevity of presentation and since the main focus of the present work is not to extend constraint solving procedures but to show how these procedures can be employed to deal with game-theoretic security properties.
5 The Constraint-Based Algorithm

We now present our constraint-based algorithm, called \texttt{SolveStrategy}, for deciding problem \texttt{G-STRATEGY}. As mentioned, it uses a standard constraint solver (Fact 1) as a subprocedure.

In what follows, we present the main steps performed by \texttt{SolveStrategy}, with more details given in subsequent sections. The input to \texttt{SolveStrategy} is a protocol \(P\) and a strategy property \((\langle C_1, C'_1 \rangle, \ldots, \langle C_l, C'_l \rangle)\).

1. Guess a symbolic branching structure \(B\), i.e., guess a symbolic path \(\pi^s\) from the initial state of \(P\) to a symbolic state \(q^s\) and a symbolic \(q^s\)-strategy tree \(T_{i,q^s}\) for every \((C_i, C'_i)\) starting from this state (see Section 5.1 for more details).

2. Derive from the symbolic branching structure \(B = \pi^s, T_{1,q^s}, \ldots, T_{l,q^s}\) and the strategy property \((\langle C_1, C'_1 \rangle, \ldots, \langle C_l, C'_l \rangle)\) the induced and valid (!) constraint system \(C = C_B\) (see Section 5.2 for the definition). Then, run the constraint solver on \(C\). If it returns \(\text{no}\), then halt. Otherwise, let \(C'\) be the simple constraint system returned by the solver. (Recall that \(C'\) belongs to the sound and complete solution set and is chosen non-deterministically by the solver.)

3. Let \(\nu\) be the complete solution associated with \(C'\). Check whether \(\nu\) when applied to \(B\) yields a valid path in \(G_P\) from the initial state of \(P\) to a state \(q\) and \(q\)-strategy trees \(T_{i,q}\) satisfying \((C_i, C'_i)\) for every \(i\). If so, output \texttt{yes} and \(B\) with \(\nu\) applied, and otherwise return \texttt{no} (see Section 5.3 for more details).

Note that the above state, path, and strategy trees are not symbolic anymore and that in case \texttt{yes} is returned, \(B\) with \(\nu\) applied yields a concrete solution of the problem instance \((P, \langle C_1, C'_1 \rangle, \ldots, \langle C_l, C'_l \rangle)\).

We emphasize that, for simplicity of presentation, \texttt{SolveStrategy} is formulated as a non-deterministic algorithm. Hence, the overall decision of \texttt{SolveStrategy} is \texttt{yes} if there exists at least one computation path where \texttt{yes} is returned. Otherwise, the overall decision is \texttt{no} (i.e., \((P, \langle C_1, C'_1 \rangle, \ldots, \langle C_l, C'_l \rangle) \notin \texttt{G-STRATEGY})

In the following three sections, the three steps of \texttt{SolveStrategy} are further explained. Our main result is the following theorem, with the proof presented in Section 6:

**Theorem 6** \texttt{SolveStrategy} is a decision procedure for \texttt{G-STRATEGY}.

While we know that \texttt{G-STRATEGY} is decidable from Corollary 5, the main point of Theorem 6 is that \texttt{SolveStrategy} uses standard constraint solving procedures as a black-box, and as such, is a good basis for extending existing practical constraint-based algorithms for reachability properties to deal with game-theoretic security properties.

The proof of Theorem 6 (see Section 6) is quite different from the cut-and-paste argument in [10] where, similar to [13], it was shown that an attack can be turned into
Figure 1: Protocol $P_{ex} = (\{\Pi_1, \Pi_2\}, I_0)$ with $I_0 = \{\{a\}_k, \{b\}_k\}$, initial knowledge \{1, a, b, k, c_1, c_2\} of $\Pi_1$ and initial knowledge \{2, a, b\} of $\Pi_2$.

a “small” attack. Here we rather make use of the fact that procedures for computing sound and complete solution sets exist, which on the one hand makes our proof (and also our algorithm) more modular and easier to extend, but on the other hand requires an appropriate encoding of the problem into constraint systems.

We note that if we used positional strategies as in [10], SolveStrategy would have to be extended to guess the symbolic states of symbolic branching structures that coincide after the substitution is applied. To avoid this, we employ the strategies with history as explained above.

As mentioned in the introduction, unlike constraint-based algorithms for reachability properties, we cannot dispense with step 3. of SolveStrategy and it might not suffice to compute just one simple constraint system. This is illustrated in Section 5.3.

5.1 Guessing the Symbolic Branching Structure

To describe the first step of SolveStrategy in more detail, we first define symbolic branching structures, which consist of symbolic paths and symbolic strategy trees. To define symbolic paths and strategy trees, we need to introduce symbolic states, transitions, and trees. These notions will be illustrated by the example in Figure 1.

A symbolic state $q^s$ is a tuple $(\{\Pi_i\}, I, S)$ consisting of a finite family $\{\Pi_i\}$ of rule trees, a finite set $I$ of terms (which may contain variables), and a finite multi-set $S$ of secure channel terms (which may contain variables). Note that a symbolic state does not contain a substitution.

A symbolic transition is a transition between symbolic states and is of the form

$$(\{\Pi_1, \ldots, \Pi_n\}, I, S) \xrightarrow{\tau} ((\Pi'_1, \ldots, \Pi'_n), I', S')$$

with $\tau$ an appropriate label. Just as for (concrete) transitions, symbolic transitions have to satisfy certain conditions and we distinguish between symbolic intruder, secure channel, and $\varepsilon$-transitions. The conditions are formulated with respect to a set $X$ of
variables and an identifier \( \kappa \), where \( \mathcal{X} \) will later be defined to be the set of “used” variables at vertex \( \kappa \) (and its ancestors) in a symbolic strategy tree. When performing a symbolic transition, new variables, i.e., those not in \( \mathcal{X} \), are replaced by new copies, i.e., copies that do not appear anywhere else in a symbolic strategy tree. These new copies are obtained by indexing the variables with \( \kappa \). The new copies are needed since a symbolic strategy tree comprises different runs of a protocol, and hence, the same principal rule may be performed in different runs with different substitutions of the variables. By introducing new copies, we guarantee that the different applications of the same principal rule do not interfere (as far as the new variables are concerned). In what follows, let \( \Pi_i = (V_i, E_i, r_i, \ell_i) \) and \( \Pi_i' = (V_i', E_i', r_i', \ell_i') \) denote rule trees.

1. **Symbolic intruder transitions**: Transition (2) with label \( \tau = i, v, I \) exists if \( v \in V_i \) with \((r_i, v) \in E_i\) and \( \ell_i(r_i, v) = R \Rightarrow S \) for some \( R \) and \( S \) such that
   
   (a) for every \( j \neq i \) we have \( \Pi_j' = \Pi_j \) and \( \Pi_i' \) is obtained from \( \Pi_i \) by replacing every occurrence of a variable \( x \in \mathcal{V}(R) \setminus \mathcal{X} \) by the copy \( x_\kappa \),
   
   (b) \( T' = T \cup \{ t' \} \) where \( t = S \) if \( S \neq \text{sc}(\cdot, \cdot, \cdot) \), and \( S = \text{sc}(\cdot, \cdot, t) \) otherwise, where \( t' \) is obtained from \( t \) by replacing variables \( x \in \mathcal{V}(R) \setminus \mathcal{X} \) by \( x_\kappa \),
   
   (c) \( S' = S \) if \( S \neq \text{sc}(\cdot, \cdot, \cdot) \), and \( S' = S \cup \{ S' \} \) otherwise, where \( S' \) is obtained from \( S \) by replacing variables \( x \in \mathcal{V}(R) \setminus \mathcal{X} \) by \( x_\kappa \).

2. **Symbolic secure channel transitions**: Transition (2) with label \( \tau = i, v, R', \text{sc} \) exists if \( v \in V_i \) with \((r_i, v) \in E_i\) and \( \ell_i(r_i, v) = R \Rightarrow S \) such that \( R' \in S' \), (a) and (b) from 1., and \( S' = S \setminus \{ R' \} \) if \( S \neq \text{sc}(\cdot, \cdot, \cdot) \), and \( S' = (S \setminus \{ R' \}) \cup \{ S' \} \) otherwise.

3. **Symbolic \( \varepsilon \)-transitions**: Transition (2) with label \( \tau = i, v \) exists if \( v \in V_i \) with \((r_i, v) \in E_i\) and \( \ell_i(r_i, v) = \varepsilon \Rightarrow S \) with (a)–(c) from above.

Analogously to (concrete) transitions, we call \( i \) the **principal associated with the transition**, \( R \Rightarrow S \) (for the intruder and secure channel transitions) and \( \varepsilon \Rightarrow S \) (for the \( \varepsilon \)-transitions) the **principal rule associated with the transition**, and \( v \) the **principal vertex associated with the transitions**.

After applying one of the above symbolic transitions, the set of used variables is updated to be the union of \( \mathcal{X} \) and the variables occurring on the left-hand side of the principal rule associated with the transition, i.e., the set is \( \mathcal{X} \cup \mathcal{V}(R)_\kappa \) for symbolic intruder and secure channel transitions, and \( \mathcal{X} \) for symbolic \( \varepsilon \)-transitions where \( \mathcal{V}(R)_\kappa \) is the set of variables in \( \mathcal{V}(R) \) indexed by the identifier \( \kappa \) of the transition.

We can now define symbolic paths and symbolic strategy trees as special cases of symbolic trees. Let \( P = (\Pi_1, \ldots, \Pi_n, \mathcal{T}_0) \).

For a symbolic state \( q^s \) associated with a set \( \mathcal{X} \) of variables (used so far), a **symbolic \( q^s \)-tree** is an unordered vertex- and edge-labeled tree of the form \( T^s_{q^s} = (V, E, r, \ell_V, \ell_E) \) with vertex and edge set \( V \) and \( E \), respectively, root \( r \in V \), vertex labeling function \( \ell_V \)
Figure 2: Symbolic strategy tree $T_{ex}$ for the protocol $P_{ex}$ with the first component of the symbolic states omitted, $I_1 = I_0 \cup \{(a,b)\}$, and $I_2 = I_0 \cup \{(b,b)\}$. The strategy property we consider is $((C_{ex}, C'_{ex})) = ((\{c_2\}, \{c_1\}))$.

which maps vertices to symbolic states, and edge labeling function $\ell_E$ which maps edges to labels of symbolic transitions such that

1. $\ell_V(r) = q^s$,

2. $\ell_V(v) \xrightarrow{\ell_E(v,v')} \ell_V(v')$ is a symbolic transition w.r.t. the set $X_v$ of used variables in $v$ and identifier $v'$ for all $(v, v') \in E$ where for the root $r$ we set $X_r = X$ and for all other vertices in $T^s_q$ the set $X_v$ is determined by the symbolic transition applied in the edge leading to $v$.

Let $X^s_{T_q} = \bigcup_{v \in V} X_v$ be the set of used variables in $T^s_q$. The symbolic transition

$\ell_V(v) \xrightarrow{\ell_E(v,v')} \ell_V(v')$ is called the symbolic transition corresponding to (or associated with) $(v, v')$.

Figure 2 depicts a symbolic $q^s_0$-tree $T_{ex}$ for $P_{ex}$ (Figure 1) where $q^s_0 = \{\{P_1, P_2\}, I_0, \emptyset\}$ is the symbolic initial state of $P_{ex}$ and the set of used variables associated with $q^s_0$ is empty. The first component of the symbolic states in this tree have been omitted for the sake of presentation. Note that following our naming convention, copies of the variables $x$ and $y$ have been introduced, namely $x_{h_3}, x_{h_7}, y_{h_4}, y_{h_8}$.

A symbolic path $\pi^s$ of $P$ is a symbolic $q^s$-tree where $q^s = (\{P_1, \ldots, P_n\}, I_0, \emptyset)$ is the symbolic initial state of $P$, the set of used variables associated with $q^s$ is empty, and every vertex has at most one successor.

For a symbolic state $q^s$ associated with a set $X$ of used variables a symbolic $q^s$-strategy tree is a finite symbolic $q^s$-tree $T^s_{q^s} = (V, E, r, \ell_V, \ell_E)$ which in addition to the conditions on symbolic trees also satisfies the following conditions:
3. For every $v$ and every symbolic $\varepsilon$-transition from $\ell_V(v)$ with label $\tau = i, n$, there exists $v'$ with $(v, v') \in E$ such that $\ell_E(v, v') = i, n$.

4. For all $(v, v'), (v, v'') \in E$ where $v' \neq v''$, $\ell_E(v, v') = j', n'$, and $\ell_E(v, v'') = j'', n''$ it follows that $j' \neq j''$ or $n' \neq n''$.

5. For all $(v, v'), (v, v'') \in E$ where $v' \neq v''$, $\ell_E(v, v') = j', n', R', sc$, and $\ell_E(v, v'') = j'', n'', R'', sc$ it follows that $j' \neq j''$, $n' \neq n''$, or $R' \neq R''$.

6. For all $(v, v'), (v, v'') \in E$ where $v' \neq v''$, $\ell_E(v, v') = j', n', I$ and $\ell_E(v, v'') = j'', n'', I$ it follows that $j' = j''$ and $n' \neq n''$.

Condition 3. says that all symbolic $\varepsilon$-transitions that can be taken are present in the symbolic strategy tree. Condition 4. prevents superfluous symbolic $\varepsilon$-transitions, i.e., different edges with the same label of a symbolic $\varepsilon$-transition. Condition 5. is analogous for symbolic secure channel transitions. Condition 6. implies that for all direct successors $v_1, \ldots, v_h$ of $v$ in $T_{q^s}$ with $\ell_E(v, v_j) = i_j, f_j, I$ we have that $(i :=) i_1 = \cdots = i_h$. That is, when following his strategy, the intruder may only send a message to one principal $\Pi_i$. However, given this message, $\Pi_i$ might be able to apply different principal rules. In case $h > 1$, we interpret this as guessing that all principal rules $R_1 \Rightarrow S_1, \ldots, R_h \Rightarrow S_h$ in the labels of $(r_{i_1}, f_{i_1}), \ldots, (r_{i_h}, f_{i_h})$ of $\Pi_i$ where $r_{i_h}$ is the root of $\Pi_i$ can be applied given the message delivered by the intruder and no other rules. In the constraint system to be constructed (2. step of SolveStrategy) we will therefore guarantee that the $R_1, \ldots, R_h$ are unified and in the third step of SolveStrategy we check that no other rules can be applied.

The symbolic tree $T_{ex}$ depicted in Figure 2 is in fact a symbolic $q_0^s$-strategy tree where $q_0^s = (\{\Pi_1, \Pi_2\}, T_0, \emptyset)$ is the symbolic initial state of $P_{ex}$.

Given a protocol $P$, we call $B = \pi^s, T_1^s, \ldots, T_i^s$ a symbolic branching structure of $P$ if

1. $\pi^s$ is a symbolic path of $P$ where the label of the leave is $q^s$ for some symbolic state $q^s$.

2. $T_i^s$ is a symbolic $q^s$-strategy of $P$ tree where the root of $T_i^s$ coincides with the leave of $\pi^s$ and $q^s$ is associated with the set $X_\pi^s$ of used variables of $\pi^s$ for every $i$, and

3. the sets of vertices of the $T_i^s$ are disjoint, except that they share a common root.

Note that a symbolic branching structure is a symbolic $q_0^s$-tree where the root is the root of $\pi^s$ and $q_0^s$ is the label of this root, and hence, $q_0^s$ is the symbolic initial state of $P$. By our naming convention, we have that $X_{T_i^s} \cap X_{T_j^s} = X_\pi^s$ for every $i \neq j$.

Obviously, there is a non-deterministic exponential time algorithm which given $P$ can guess all possible symbolic branching structures.
For the strategy property \( ((C_{ex}, C'_{ex})) = ((\{c_2\}, \{c_1\})) \), we can consider \( \mathcal{T}_{ex} \) (Figure 2) also as a symbolic branching structure \( \mathbf{B}_{ex} \) of \( P_{ex} \) where the path \( \pi^s \) is empty and \( l = 1 \).

5.2 Constructing and Solving the Induced Constraint System

We now show how the constraint system \( \mathbf{C} = \mathbf{C}_{B} \) is derived from the symbolic branching structure \( \mathbf{B} = \pi^s, \mathcal{T}_1^s, \ldots, \mathcal{T}_l^s \) from the first step of \texttt{SolveStrategy} and the given strategy property \( ((C_1, C'_1), \ldots, (C_l, C'_l)) \). This constraint system can be shown to be valid, and hence, by Fact 1, a constraint solver can be used to solve it.

In the next section, we first illustrate how \( \mathbf{C} \) is derived from \( \mathbf{B} \) and the strategy property by the example in Figure 1, with a formal definition provided in Section 5.2.2.

5.2.1 Illustrating the Construction by an Example

Before turning to the example, we informally explain how to encode in a constraint system communication involving the secure channel. The basic idea is that we write messages intended for the secure channel into the intruder’s knowledge and let the intruder deliver these messages. The problem is that while every message in the secure channel can only be read once, the intruder could try to deliver the same message several times. To prevent this, every such message when written into the intruder’s knowledge is encrypted with a new key not known to the intruder and this key is also (and only) used in the principal rule which according to the symbolic branching structure is supposed to read the message. This guarantees that the intruder cannot abusively deliver the same message several times to unintended recipients or make use of these encrypted messages in other contexts. Here we use the feasibility condition on principals introduced in Section 2, namely that verification keys can be derived by a principal. As explained before, without this condition, a principal rule of the form \( (y)^s \Rightarrow x \) would be allowed even if the principal does not know (i.e., cannot derive) \( x \). Such a rule would equip a principal with the unrealistic ability to derive any secret key from a ciphertext. Hence, the intruder, using this principal as an oracle, could achieve this as well and could potentially obtain the new keys used to encrypt messages intended for the secure channel.

We now turn to our example and explain how the (valid) constraint system, which we call \( \mathbf{C}_{ex} \) derived from \( \mathbf{B}_{ex} \) and \( ((C_{ex}, C'_{ex})) \) looks like and how it is derived from \( \mathbf{B}_{ex} \), where \( \mathbf{B}_{ex} \), as explained above, is simply the symbolic strategy tree \( \mathcal{T}_{ex} \) (Figure 2): \( \mathbf{C}_{ex} \) is the following sequence of constraints with an empty substitution where \( k_1, k_2, k_3 \in \mathcal{A} \)
are new atoms and we write \(t_1, \ldots, t_n\) instead of \(\{t_1, \ldots, t_n\}\).

1. \[\{\langle x_{h_3}, b \rangle \}^*_k : T_1, \{\langle a, b \rangle \}^*_k\]
2. \[\{\langle x_{h_7}, b \rangle \}^*_k : T_2, \{\langle b, b \rangle \}^*_k\]
3. \[\{y_{h_4} \}^*_k : T_1, \{\langle a, b \rangle \}^*_k, x_{h_3}\]
4. \[\{y_{h_8} \}^*_k : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}\]
5. \[y_{h_4} : T_1, \{\langle a, b \rangle \}^*_k, x_{h_3}, y_{h_4}\]
6. \[x_{h_7} : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}, y_{h_8}\]
7. \[y_{h_8} : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}, y_{h_8}\]
8. \[\{x_{h_7} \}^*_k : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}, y_{h_8}, \{y_{h_8} \}^*_k\]
9. \[c_2 : T_1, \{\langle a, b \rangle \}^*_k, x_{h_3}, y_{h_4}, c_2\]
10. \[c_2 : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}, y_{h_8}, c_2\]
11. \[c_2 : T_2, \{\langle b, b \rangle \}^*_k, x_{h_7}, y_{h_8}, c_2\]

This constraint system is obtained from \(B_{ex}\) as follows: We traverse the vertices of \(B_{ex}\) in a top-down breadth first manner. Every edge induces a constraint except those edges which correspond to symbolic \(\varepsilon\)-transitions. This is how the constraints 1.–7. come about where 1., 3., and 5. are derived from the left branch of \(B_{ex}\) and 2., 4., 6., and 7. from the right branch. Note that in 1. and 2. we encode the communication with the secure channel by encrypting the terms with new keys \(k_1\) and \(k_2\). The terms \(\{\langle a, b \rangle \}^*_k\) and \(\{\langle b, b \rangle \}^*_k\) are not removed anymore from the right-hand side of the constraints, i.e., from the intruder knowledge in order for \(C_{ex}\) to be valid, in particular, satisfy the monotonicity property of constraint systems. As explained above, since we use new keys and due to feasibility condition on principals, this does not cause problems. The constraints 9.–11. are used to ensure that \(c_2\) can be derived at every leaf of \(T_{ex}\), a requirement that comes from our example security property \(((C_{ex}, C'_{ex}))\) where \(C_{ex} = \{c_2\}\). In vertex \(h_8\) of \(T_{ex}\) two symbolic intruder transitions leave the vertex, which, as explained above, means that the associated principal rules should both be able to read the message delivered by the intruder. Constraint 8. ensures that the left-hand sides of these principal rules are unified, where again we use the “trick” of encrypting messages with new keys.

Let \(C_1\) and \(C_2\) be constraint systems with empty sequences of constraints and the substitution \(\nu_1 = \{x_{h_3} \mapsto a, x_{h_7} \mapsto b, y_{h_4} \mapsto a, y_{h_8} \mapsto b\}\) and \(\nu_2 = \{x_{h_3} \mapsto a, x_{h_7} \mapsto b, y_{h_4} \mapsto b, y_{h_8} \mapsto b\}\), respectively. It is easy to see that \(\{C_1, C_2\}\) is a sound and complete solution set for \(C_{ex}\). Since \(C_{ex}\) is valid, such a set can be computed by the constraint solver (Fact 1).

### 5.2.2 Formal Definition

We now provide a more formal construction of the constraint system \(C = C_B\) from the symbolic branching structure \(B = \pi^s, T^s_1, \ldots, T^s_i\) and the given strategy property \(((C_1, C'_1), \ldots, (C_i, C'_i)).\)
For the sake of presentation, the translation from $B$ into the constraint system $C$ is performed in several steps. In the first two steps, $B$ is transformed, and in the last step the branching structure obtained this way is turned into the constraint system $C$. In the first step, $B$ is transformed to get rid of secure channel terms generated by the intruder. In the second, step we encode the communication with the secure channel as explained in Section 5.2.1.

**Encoding the derivation of secure channel terms.** An intruder does not have secure channel terms in the set of messages given to him. Hence, to construct a term $sc(n, n', m)$ he has to derive $n$ and $m$ (not necessarily $n'$). Since the addresses such as $n$ may only occur in the first or second component of a secure channel term and the intruder cannot read these components, the intruder cannot derive a new address. Hence, the only addresses the intruder knows are those in his initial intruder knowledge. Thus, to check whether the intruder can construct $sc(n, n', m)$, we only need to check whether $n$ belongs to his initial intruder knowledge and whether he can derive $m$. Therefore, we replace in every symbolic intruder transition $q \xrightarrow{r} q'$ associated with an edge in $B$ the left-hand side of the associated principal rule by $R$ if it is of the form $sc(n, n', R)$ and $n$ belongs to the intruder knowledge of $q$. If there is a transition and an associated principal rule with a left-hand side of the form $sc(n, n', R)$ but where $n$ does not belong to the intruder knowledge of $q$, then **SolveStrategy** stops. We refer to the symbolic branching structure obtained by the transformation just described as $\hat{B}$.

**Encoding secure channel communication.** As already explained in Section 5.2.1, we want make the secure channel component in symbolic states superfluous and instead, as in the standard Dolev-Yao model, let the intruder handle all communication. We therefore write messages intended for the secure channel into the intruder’s knowledge and let the intruder deliver these messages. The problem is that while every message in the secure channel can only be read once, the intruder could try to deliver the same message several times. Therefore, when written into the intruder’s knowledge, the messages are encrypted with a new key not known to the intruder and this key is also (and only) used in the principal rules which according to the symbolic branching structure are supposed to read the message. This guarantees that the intruder cannot abusively deliver the same message several times to unintended recipiences or make use of these encrypted messages in other contexts. Following this idea, we now present the transformation of $\hat{B}$: In what follows, with “new key” we mean a constant in $A$ that does not occur anywhere else and which, in particular, the intruder does not (and will not get to) know.

For every vertex $v$ of $\hat{B}$ and every successor $v'$ of $v$ in $\hat{B}$ do the following (we traverse the vertices of $B$ in a top-down breadth first manner starting with the root of $B$): If in the transition associated with the edge $(v, v')$ of $\hat{B}$ a message of the form $sc(n, n', R)$ is
written into the secure channel, then generate a new key \( k_{v'} \) and write \( \{R\}_{k_{v'}} \) into the intruder knowledge at \( v' \) and all successors of \( v' \) in \( \overline{B} \). Also, starting from \( v' \), find all vertices \( v'' \) in \( \overline{B} \) of minimal distance from \( v' \) (where the distance is measured in terms of the length of paths) such that \( v'' \) has an outgoing secure channel transition where \( \text{sc}(n, n', R) \) is read, i.e., the label of the transition is of the form \( \cdot, \cdot, \text{sc}(n, n', R), \text{sc} \). For all such outgoing transitions of \( v'' \) (there may be more than one), replace \( \text{sc}(n, n', R) \) in the label by \( \{R\}_{k_{v'}} \) and replace the left-hand side of the principal rule associated with the transition by \( \{R\}_{k_{v'}} \rightarrow \cdot \) where the principal rule is of the form \( \text{sc}(n, n', R') \rightarrow \cdot \).

We refer to the symbolic branching structure resulting from the transformation just described by \( \overline{B} \).

We call \( \{R\}_{k_{v'}} \) the (secure channel) encoding term associated with \( k_{v'} \). If a ground substitution is applied to this term, we call it the (secure channel) encoding message associated with \( k_{v'} \). We call the keys introduced in the step described above secure channel keys (sc-keys) and denote the set of secure channel keys by \( K_{sc} \). We refer to the key generated for the edge \((v, v')\) by \( k_{v'} \) (if any).

**Deriving the constraint system.** From \( \overline{B} \) we now derive the constraint system \( C \). The substitution \( \tau \) of \( C \) is defined to be empty. The sequence of constraints is constructed by iteratively adding one constraint at the end of the sequence as follows:

1. We traverse the vertices of \( \overline{B} \) in a top-down breadth first manner starting with the root of \( \overline{B} \) (and hence, the root of \( \pi^s \)) and for every vertex \( v \) of \( \overline{B} \) we do the following: For every successor \( v' \) of \( v \) where the corresponding transition of the edge \((v, v')\) is a symbolic secure channel or intruder transition add the constraint \( R : I \) given that the intruder knowledge in \( v \) is \( I \) and that the left-hand side of the principal rule associated with the transition is \( R \). (We call the constraints of this kind the intruder constraints of \( C \).) In addition, if \( v \) has more than one outgoing symbolic intruder transition, then let \( v_1, \ldots, v_n \) denote all the corresponding successors of \( v \), let \( R_1, \ldots, R_n \) denote the left-hand sides of the principal rules associated with the respective transitions, and let \( k \) denote a new key. Add the constraint

\[
\{\langle R_1, \langle R_2, \langle \ldots R_{n-2}, R_{n-1} \rangle \rangle \ldots \rangle \}^s_k : I, \{\langle R_2, \langle R_3, \langle \ldots R_{n-1}, R_n \rangle \rangle \ldots \rangle \}^s_k
\]

where \( I \) is defined as above. (This last constant forces the unification of the \( R_i \). We therefore call constraints of this kind the unification constraints of \( C \).)

2. For every \( i \) and leave \( v \) of \( T_i^s \) add the constraint \( a : I \) for every \( a \in C_i \) where \( I \) is the intruder’s knowledge in the state associated with \( v \). (We call these constraints the strategy property constraints of \( C \).)

We note that for correctness and completeness of our algorithm the constraint (3) is not necessary. But in an optimized version of our algorithm it helps to reduce the search space.
This completes the construction of $C$. To be able to apply Fact 1, we need the following lemma, which can easily be verified:

**Lemma 7** $C$ is a valid constraint system.

To prove this lemma, we use that secure channel encoding messages are not removed anymore from the intruder’s knowledge. Also, in the constraint (3) the terms $R_i$ (and hence, there variables) occur in the constraints $R_i : I$ previously added to the constraint sequence.

As a consequence of this lemma and Fact 1, we can employ the constraint solver to solve $C$.

### 5.3 Checking the Induced Substitutions

Let $B = \pi^{s} , T_{1}^{s}, \ldots , T_{l}^{s}$ be the symbolic branching structure obtained in the first step of SolveStrategy and let $C'$ be the simple constraint system returned by the constraint solver when applied to $C = C_B$ in the second step of SolveStrategy. Let $\nu$ be the complete solution associated with $C'$ (see Section 4). We emphasize that for our algorithm to work, it is important that $\nu$ replaces the variables in $C_0$ by new intruder atoms from $A_I$ not occurring in $B$.

Basically, we want to check that when applying $\nu$ to $B$, which yields $\nu(B) = \nu(\pi^{s}), \nu(T_{1}^{s}), \ldots, \nu(T_{l}^{s})$, we obtain a solution of the problem instance $(P, (C_1, C'_1), \ldots, (C_l, C'_l))$. Hence, we need to check whether i) $\nu(\pi^{s})$ corresponds to a path in $G_P$ from the initial state of $G_P$ to a state $q \in G_P$ and ii) $\nu(T_{i}^{s})$ corresponds to a $q$-strategy tree for $(C_i, C'_i)$ for every $i$. However, since $\nu$ is a complete solution of $C$, some of these conditions are satisfied by construction. In particular, $\nu(\pi^{s})$ is guaranteed to be a path in $G_P$ starting from the initial state. Also, the conditions 1.-3. of strategy trees (Definition 3) do not need to be checked and we know that $\nu(T_{i}^{s})$ satisfies $(C_i, \emptyset)$. Hence, SolveStrategy only needs to make sure that 4. and 5. of Definition 3 are satisfied for every $\nu(T_{i}^{s})$ and that $\nu(T_{i}^{s})$ fulfills $(\emptyset, C'_i)$.

More concretely, SolveStrategy checks the following conditions for every $i$ where 1. corresponds to checking whether $\nu(T_{i}^{s})$ satisfies $(C_i, \emptyset)$, 2.,(a) corresponds to checking 4. of Definition 3, and 2.,(b) corresponds to checking 5. of Definition 3:

1. For every leave $v$ of $T_{i}^{s}$ it holds that $C'_i \cap d(\mathcal{I} \nu) = \emptyset$ where $\mathcal{I}$ is the intruder knowledge in the state associated with $v$.

2. For every vertex $v$ in $T_{i}^{s}$ the following conditions are satisfied: Let $(\{\Pi'_h\}_h, \mathcal{I}, \mathcal{S})$ be the symbolic state associated with $v$ in $T_{i}^{s}$ with $\Pi'_h = (V_h', E_h', r'_h, \ell'_h)$.

   (a) For every $m \in \mathcal{S} \nu, h, n'_h$ such that

   i. $(r'_h, n'_h) \in E_h'$,
ii. $\ell'(r_h', n_h') = R \rightarrow \cdot$ for some $R$, and

iii. $R \nu$ matches with $m$

there exists a successor $v'$ of $v$ in $T_i^s$ such that the label of the edge of $(v, v')$ in $T_i^s$ is $h, n_h', R', sc$ for some $R'$ with $R' \nu = m$.

(b) If there exists a successor of $v'$ in $T_i^s$ such that

i. the transition corresponding to the edge $(v, v')$ is labeled with $h, n_h', I$,

ii. $\ell'(r_h', n_h') = R \rightarrow \cdot$ for some $R$, and

iii. there exists $n''_h \neq n'_h$ with $(r_h', n''_h) \in E'_h$; $\ell'(r_h', n''_h) = R' \rightarrow \cdot$ for some $R'$, and $R' \nu$ matches with $R \nu$ where $R$ is obtained from $R$ by replacing all variables of the form $x$ in $R$, i.e., those variables not indexed by vertices yet, by $x_{v'}$,

then there exists $v''$ such that $(v, v'')$ is an edge in $T_i^s$ and the label of $(v, v'')$ is $h, n''_h, I$.

It is clear that the tests in 2. can easily be performed given $\nu$ and $T_i^s$. In [6] it was shown that that derivation problem, i.e., the problem of deciding $m \in d(I)$ given a ground term $m$ and a finite set of ground terms $I$, can be decided in polynomial time. Hence, 1. can also be checked efficiently in the size of the security property and $I \nu$.

If the above checks are successful, we say that $\nu$ is valid for $B$. Our algorithm $\text{SolveStrategy}$ outputs yes and $\nu(B)$ if $\nu$ is valid for $B$.

In our example, the induced substitution for $C_i$ is $\nu_i$ as $C_i$ does not contain any variables. It can easily be verified that with $C' = C_2$ and the induced substitution $\nu_2$, the above checks are all successful. However, 2.,(b) fails for $C' = C_1$ and $\nu_1$ because in $h_4$ the rule $a \Rightarrow c_1$ could also be applied but it is not present in $B_{ex}$. In fact, $B_{ex} \nu_1$ would not yield a solution of the instance $(P_{ex}, ((C_{ex}, C'_{ex})))$. This example illustrates that in $\text{SolveStrategy}$ one cannot dispense with the last step, namely checking the substitutions, and that one has to try the different constraint systems in the sound and complete solution set for $C$.

## 6 Proof of the Main Theorem

We now present the proof of Theorem 6. Obviously, $\text{SolveStrategy}$ always terminates. We need to prove soundness and completeness of $\text{SolveStrategy}$. This is done in Section 6.1 and 6.2, respectively.

First we will introduce some additional notation that will be used in the proof.

Let $P$ be a protocol, $C = ((C_1, C'_1), \ldots, (C_l, C'_l))$ be a strategy property, and $q \in G_P$. A $q$-tree is a $q$-strategy tree where, however, only condition 1. and 2. need to be satisfied (see Definition 3). A (concrete) path $\pi$ for $P$ is a $q_0$-tree where $q_0$ is the initial state of $P$ and every vertex in $\pi$ only has at most one direct successor. A (concrete) branching
structure for \( P \) is defined analogously to symbolic branching structures only that now the symbolic path is a concrete path \( \pi \) and the symbolic strategy trees \( T_i \) are concrete trees. Such a branching structure satisfies \( C \) if \( T_i \) satisfies \((C_i, C'_i)\) for every \( i \). Obviously, we have:

**Remark 8** \((P, C) \in \text{g-Strategy} \iff \text{there exists a concrete branching structure for } P \text{ which satisfies } C\).

With \( B = \pi, T_1, \ldots, T_i \) will always denote a concrete branching structure for protocol \( P \) with \( \pi = (V^\pi, E^\pi, r^\pi, \ell^\pi_V, \ell^\pi_E) \) and \( T_i = (V^i, E^i, r^i, \ell^i_V, \ell^i_E) \) for every \( i \). Recall that \( B \) is a \( q_0 \)-tree \((V, E, r, \ell_V, \ell_E)\). In particular, \( V = V^\pi \cup V^1 \cup \cdots \cup V^i, E = E^\pi \cup E^1 \cup \cdots \cup E^i, \) and \( r = r^\pi \), and \( \ell_V \) and \( \ell_E \) coincide with the labeling functions of the components of \( B \) on the respective domains. As usual, we write \( v \in B \) if \( v \in V \) and \((v, v') \in B \) if \((v, v') \in E \). For \( v \in B \) let \( \ell_V(v) = ((\Pi^s_1, \Pi^s_n), \sigma^v, T^v, S^v) \) and \( \Pi^s = (V^s_1, E^s_1, r^s_1, \ell^s_1) \).

As usual, for an edge \((v, v') \) in \( B \), we talk about the transition (in \( G_P \)) associated with \((v, v') \). If \( i, R \Rightarrow S, f \) is the principal, principal rule, and principal vertex associated with this transition, respectively, then call \( i, R \Rightarrow S, f \), the principal, principal rule, and principal vertex, respectively, associated with \((v, v') \).

Analogously, \( B^* = \pi^*, T^*_1, \ldots, T^*_i \) will always denote a symbolic branching structure. The naming convention is the same as above where, however, we always add an \( s \) as a superscript. For instance, we write \( \pi^* = (V^s, E^s, r^s, \ell^s_V, \ell^s_E) \) and \( \Pi^s_i = (V^s_i, E^s_i, r^s_i, \ell^s_i) \). The transitions, principals, principal rules, and principal rule associated with edges in \( B^* \) are defined as above.

Recall that for a symbolic branching structure \( B^* \) we denote the branching structure constructed from \( B^* \) in step two of \text{SolveStrategy} by \( B^* \). We refer to the components of this branching structure by overlined version of the components of \( B^* \), i.e., \( \overline{\ell^s_E}, \overline{V^s_j} \) and so on.

Let \( q^* = ((\Pi^s_1, \ldots, \Pi^s_n), \mathcal{I}, S) \) be a symbolic state reachable from the initial symbolic state of \( P \) and associated with the set \( \mathcal{X} \) of used variables. (Recall from Section 5.1 that the variables in \( \mathcal{X} \) may be indexed with vertices.) Let \( \nu \) be a substitution of the variables in \( \mathcal{X} \). We denote by \( \nu(q^*) \) the tuple \( \nu(q^*) = ((\Pi^s_1, \ldots, \Pi^s_n), \nu_\mathcal{I}, \nu_\mathcal{E}, \nu_S) \) where \( \Pi^s_i \) is obtained from \( \Pi^s_i \) by dropping the indices of variables in \( \mathcal{X} \) and \( \nu|_\mathcal{X} \) is \( \nu \) with the domain restricted to \( \mathcal{X} \).

For a symbolic \( q^* \)-tree \( T = (V, E, r, \ell_V, \ell_E) \) and a substitution \( \nu \) of the variables used in \( T \) we denote by \( \nu(T) \) the tuple \( \nu(T) = (V, E, r, \nu(\ell_V), \nu(\ell_E)) \) with \( \nu(\ell_V)(v) = \nu(\ell_V(v)) \) and

\[
\nu(\ell_E)(v, v') = \begin{cases} j & \text{if } \ell_E(v, v') = j, f \\ j, \nu(R), I & \text{if } \ell_E(v, v') = j, f, I \text{ and } \ell_j(r, f) = R \Rightarrow S \\ j, \nu(R), sc & \text{if } \ell_E(v, v') = j, f, R, sc \end{cases}
\]

for every \( v, v' \in V \) and \((v, v') \in E \) where \( r_j \) denotes the root of the \( j \)th principal \( \Pi_j \) in the symbolic state \( \ell_V(v) \) and \( \ell_j \) denotes the labeling function of \( \Pi_j \).
Now, for a branching structure $B^s = \pi^s, T_1^s, \ldots, T_i^s$ and a substitution $\nu$, we define $\nu(B^s)$ to be $\nu(\pi^s), \nu(T_1^s), \ldots, \nu(T_i^s)$. We say that $\nu$ solves $B^s$ (w.r.t. the strategy property C) if $\nu(B^s)$ is a concrete branching structure (which satisfies C).

For a symbolic or concrete tree $T$, we write $v \in T$ to say that $v$ is a vertex in $T$. Analogously, we write $(v, v') \in T$ if $(v, v')$ is an edge in $T$. For a symbolic or concrete branching structure $B = \pi, T_1, \ldots, T_i$ (recall that such a structure is a symbolic/concrete tree), we write $v \in B$ if $v \in \pi$ or $v \in T_i$ for some $i$ and $(v, v') \in B$ if $(v, v') \in \pi$ or $(v, v') \in T_i$ for some $i$. A root path $\pi'$ in $B$ is a sequence $\pi' = v_1, \ldots, v_n$ of vertices $v_i \in B$ such that $(v_i, v_{i+1}) \in B$ and $v_1$ is the root of $B$ (and hence, of $\pi$). If $R_i \Rightarrow S_i$ denotes the principal rule associated with the edge $(v_i, v_{i+1}) \in B$, then $\rho = \rho_{\pi'} = \rho_1, \ldots, \rho_{n-1}$ is called the pr-sequence associated with $\pi'$. Given a set $I$ of messages we call a ground substitution $\sigma$ of the variables occurring in $\rho$, a solution of $\rho$ w.r.t. $I$ if $R_i \sigma \in d(I^s \Leftrightarrow \sigma)$ for every $i$. We call $\sigma$ a solution of $\pi'$ if $\sigma$ is a solution of $\rho_{\pi'}$ w.r.t. $I_0$.

### 6.1 Soundness of SolveStrategy

In this section, we show soundness of SolveStrategy. First, we need to introduce some notation and prove basic properties.

#### 6.1.1 Notation and Basic Properties

For terms $t, t', t''$, we denote by $t[t' \rightarrow t''$ the term obtained from $t$ by replacing every occurrence of $t'$ by $t''$. For a set $E$ of terms and a substitution $\sigma$, $E[t' \rightarrow t''$ and $\sigma[v \rightarrow v']$ are defined in the obvious way.

Terms can be viewed as finite vertex-labeled ordered trees where the vertices are labeled with function symbols and the number of direct successors of a vertex is exactly the arity of the function symbol the vertex is labeled with. For a term $t$, we write $v \in t$ to say that $v$ is a vertex of $t$ and $t[v]$ to denote the subterm of $t$ rooted at vertex $v$ of $t$. We say that a term $t$ only occurs in the context of $\{t'\}^*_{t}$ in the term $t''$ if for all $v \in t''$ with $t''[v] = t$ we have that $t''[v'] = \{t'\}^*_{t}$ where $v'$ is the direct predecessor of $v$ in $t''$. For a set of terms $E$ we say that $t$ only occurs in the context of $\{t'\}^*_{t}$ in $E$ if $t$ only occurs in the context of $\{t'\}^*_{t}$ in all terms $t'' \in E$. Let $\sigma$ be a substitution. We say that $t$ only occurs in the context of $\{t'\}^*_{t}$ in $\sigma$ if $t$ only occurs in the context of $\{t'\}^*_{t}$ in all $\sigma(x)$, $x \in \text{dom}(\sigma)$.

A term $t$ only occurs in key positions in a term $t'$ if for every vertex $v$ of $t'$ with $t'[v] = t$, there exists an ancestor $v'$ of $v$ in $t'$ labeled with $\{\cdot\}^*_{v}$, $\{\cdot\}^\circ$, or $\text{sig}_v(\cdot)$ such that $v$ is the direct successor of $v'$ that corresponds to the $\circ$ subterm or is a descendant of the direct successor of $v'$ that corresponds to the $\circ$ subterm. Otherwise, we say that $t$ occurs in a non-key position in $t'$. For example, $x$ only occurs in a key position in the term $\{(a, b)\}_c$ but not in the term $\{(x, b)\}_c$. 
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The following lemma can easily be shown by induction on the length of derivations using the same techniques as for example in [13, 10].

**Lemma 9** Let $E$ be a set of messages, and $m_1, m_2, m_3, m_4$ be messages with $m_1 = \{m_2\}^{m_3}_{m_3}$. If $m_1 \in E$ and $m_3 \notin d(E)$, then we have $d(E)_{m_1 \rightarrow m_4} \subseteq d(E_{m_1 \rightarrow m_4})$.

We will also need the following lemma:

**Lemma 10** Let $R$ be a term, $m_1, m_2$ be messages, $k \in \mathcal{A}$ be an atom, and $\sigma$ be a ground substitution such that $k \notin \text{Sub}(R)$ and $k$ only occurs in the context of $\{m_1\}^*_k$ in $\sigma$. Then, $(R\sigma)_{\{m_1\}^*_k \rightarrow m_2} = R(\sigma_{\{m_1\}^*_k \rightarrow m_2})$.

**Proof.** First observe that there does not exist a subterm $t$ of $R$ such that $t$ is not a variable and $t\sigma = \{m_1\}^*_k$. Otherwise, since $k \notin \text{Sub}(R)$, $t$ would be of the form $\{t'\}^*_x$ for some $t'$ and variable $x$, and hence, $\sigma(x) = k$ in contradiction to the assumption that $k$ only occurs in the context of $\{m_1\}^*_k$ in $\sigma$. From this, the claim of the lemma follows easily.

The proof of the following lemma is obvious.

**Lemma 11** Let $E$ be a set of messages and $k, m$ messages. If $k$ only occurs in the context of $\{m\}^*_k$ in $E$, then $k$ only occurs in the context of $\{m\}^*_k$ in $d(E)$.

From the above lemmas, we obtain:

**Lemma 12** Let $k_1, \ldots, k_n \in \mathcal{A}$ be pairwise distinct atoms, let $\mathcal{I}_1$ and $\mathcal{I}_2$ be set of terms such that $\{k_1, \ldots, k_n\} \cap \text{Sub}(\mathcal{I}_1) = \emptyset$ and $\mathcal{I}_2 = \{\{t_1\}^*_{k_1}, \ldots, \{t_n\}^*_{k_n}\}$ for some terms $t_i$ such that $\{k_1, \ldots, k_n\} \cap \text{Sub}(t_i) = \emptyset$. Let $\sigma$ be a ground substitution such that $\{k_1, \ldots, k_n\} \cap \text{Sub}(\sigma(x)) = \emptyset$ for every variable $x$. Then, the following is true for every term $R$ with $\{k_1, \ldots, k_n\} \cap \text{Sub}(R) = \emptyset$:

1. $R\sigma \in d(\mathcal{I}_1 \sigma \cup \mathcal{I}_2 \sigma)$ implies that $R\sigma \in d(\mathcal{I}_1 \sigma)$.

2. $\{R\}^*_{k_i} \sigma \in d(\mathcal{I}_1 \sigma \cup \mathcal{I}_2 \sigma)$ implies that $R\sigma = t_i \sigma$ for every $i$.

**Proof.** To show statement 1., we first observe that $k_i \notin d(\mathcal{I}_1 \sigma \cup \mathcal{I}_2 \sigma)$. Now, iteratively applying Lemma 9 for every $i$ with $m_1 = \{t_i\}^*_{k_i} \sigma$ and some intruder atom $m_4$ allows us to eliminate the messages in $\mathcal{I}_2 \sigma$. Statement 2. easily follows with Lemma 11.
6.1.2 Proof of Soundness

Let \( P = ((\Pi_1, \ldots, \Pi_n), \mathcal{I}) \) be a protocol and \( C = ((C_1, C'_1), \ldots, (C_i, C'_i)) \) be a strategy property. We have to show that if SolveStrategy outputs yes, then \( (P, C) \in \text{G-STRATEGY} \).

Assume that SolveStrategy outputs yes and let \( B^s = \pi^s, T^s_1, \ldots, T^s_i \) be the symbolic branching structure guessed in the first step of SolveStrategy. Let \( C = C_{B^s} \) be the corresponding constraint system constructed in the second step of the algorithm and let \( C' \) be the simple constraint system returned by the constraint solver such that the complete solution \( \nu \) associated with \( C' \) passes the tests in the third step of SolveStrategy.

Basically, we want to show that \( \nu \) solves \( B^s \) w.r.t. \( C \). Recall that this means that \( \nu(B^s) \) is a concrete branching structure which satisfies \( C \). The main problem is that \( \nu \) might contain secure channel keys (see Section 5.2.2). With these keys, \( \nu \) cannot solve \( B^s \) since they do not occur in \( B^s \). In what follows, we will therefore iteratively eliminate these keys in \( \nu \) such that in every step \( \nu \) satisfies certain conditions w.r.t. \( B^s \) and \( C \) (recall the definition of \( B^s \) and \( C \) from Section 5.2.2). This iterative process will yield a ground substitution \( \mu \) for which we then show that it solves \( B^s \) w.r.t. \( C \).

Given a substitution \( \sigma \), the mentioned conditions w.r.t. \( B^s \) and \( C \) are the following:

a) For every root path \( \pi \) of \( B^s \) the substitution \( \sigma \) is a solution for \( \pi \).

b) \( \sigma \) solves the strategy property constraints of \( C \).

c) \( \sigma \) solves the unification constraints of \( C \).

d) \( \sigma \) passes the checks of step 3. of SolveStrategy.

In what follows, let \( \sigma \) be a substitution which satisfies the condition a) to d), and let \( k \in K_{sc} \) be a secure channel key and \( \{t\}_k^s \) be the corresponding encoding term (see Section 5.2.2). We want to eliminate \( k \) from \( \sigma \) (if it occurs) and show that the resulting substitution still satisfies the above conditions. For this purpose, we first prove:

**Lemma 13** The secure channel key \( k \) only occurs in the context of \( \{t\}_k^s \) in \( \sigma \).

**Proof.** Assume that there exists a variable \( z \) in the domain of \( \sigma \) such that \( k \) does not only occur in the context of \( \{t\}_k^s \) in \( \sigma(z) \). Note that by construction, \( z \) is of the form \( x_v \) where \( v \) is a vertex in \( B^s \) and \( x \) is a variable in \( P \). Let \( z \) be minimal with this property. That is, there exists \( v \in B^s \) such that \( z \in X_v \) (the set of used variables at vertex \( v \)) and for every proper ancestor \( v' \in \overline{B^s} \) of \( v \), \( z \notin X_{v'} \) and every \( z' \in X_{v'} \) \( k \) only occurs in the context of \( \{t\}_k^s \) in \( \sigma(z') \). Let \( z \) and \( v \) be as above and let \( \pi' = v_1, \ldots, v_n \) with \( v_n = v \) be a root path in \( \overline{B^s} \) and \( \rho = \rho_{\pi'} = \rho_1, \ldots, \rho_{n-1} \) the pr-sequence associated with \( \pi' \) where \( \rho_i = R_i \Rightarrow S_i \). Since \( \sigma \) satisfies condition a), we know that \( R_n \sigma \in d(T^{v_n-1}) \) (recall the definition of \( T^{v_n-1} \) from above). Clearly, \( k \) only occurs in the context of \( \{t\}_k^s \) in \( \overline{T^{v_{n-1}}} \). Also, \( \forall(x^{v_{n-1}}) \subseteq X_{v_{n-1}} \). And hence, \( k \) only occurs in the context of \( \{t\}_k^s \) for
every $z' \in \mathcal{V}(\overline{I}_{v, v_{n-1}}^n)$. From this we can conclude (*): $k$ only occurs in the context of $\{t \sigma\}_k^z$ in $\overline{I}_{v, v_{n-1}}^n \sigma$. By Lemma 11, we conclude that $k$ only occurs in the context of $\{t \sigma\}_k^z$ in $R_n \sigma$. However, we also have that $z \in \mathcal{V}(R_n)$ and that $k$ does not only occur in the context of $\{t \sigma\}_k^z$ in $\sigma(z)$. From this it follows that there exists a subterm of $R_n$ of the form $\{t \sigma\}_k^z$ for some term $t$ and that $\sigma(z) = k$. By the feasibility condition on principals we know that $z \in d(I \cup \{R_1, \ldots, R_n\})$ where $I$ is the union of the initial knowledge of the principals in $P$ and we consider variables as constants. Because of the minimality, we know that $z$ only occurs in $R_n$ and it follows that $z$ must occur in a non-key position in $R_n$. Hence, $k$ also occurs in a non-key position in $R_n \sigma$ in contradiction to (*). \qed

Using Lemma 13, we obtain:

**Lemma 14** Let $\pi' = v_1, \ldots, v_n$ be a root path of $\overline{B}^\pi$ and $\rho = \rho_1, \ldots, \rho_{n-1}$ with $\rho_i = R_i \Rightarrow S_i$ the pr-sequence associated with $\pi'$. Also, let $I_v, = I_{v, v_{n-1}}^n \overline{B}^\pi$ be defined as above. Then, $k$ only occurs in the context of $\{t \sigma\}_k^z$ in $I_v \sigma$ and $R_i \sigma$ for every $i$.

**Proof.** By the construction of $\overline{B}^\pi$, we know that $k$ only occurs in the context of $\{t \sigma\}_k^z$ in $I_v$ and $R_i$ for every $i$. From this together with Lemma 13, the claim follows immediately. \qed

Let $a \in A_l$ be a new intruder atom and define $\sigma' = \sigma|_{m \rightarrow a}$ where $m = \{t \sigma\}_k^z$. Note that, due to Lemma 13, $k$ does not occur in $\sigma'$ anymore.

**Claim I.** $\sigma'$ satisfies the condition a) to d).

**Proof of the Claim I.** a) Let $\pi' = v_1, \ldots, v_n$, $\rho$, $\rho_i$, $R_i$, $S_i$, and $I_v$ be given as in Lemma 14. By assumption the substitution $\sigma$ satisfies a), and hence, $\sigma$ solves $\pi'$. That is, $R_i \sigma \in d(I_{v_i-1} \sigma)$ for every $i$. We want to show that $R_i \sigma' \in d(I_{v_i-1} \sigma')$ for every $i$. We consider different cases:

If $k$ does not occur in $R_i \sigma$ and $I_{v_i-1} \sigma$, then $R_i \sigma = R_i \sigma'$ and $I_{v_i-1} \sigma = I_{v_i-1} \sigma'$, and hence, $R_i \sigma' \in d(I_{v_i-1} \sigma')$.

Otherwise, by construction of $\overline{B}^\pi$, we have that $\{t\}_k^z \in I_{v_i-1}$, and hence, $m \in I_{v_i-1} \sigma$. By Lemma 14, we know that $k$ only occurs in the context of $\{t \sigma\}_k^z$ in $I_v \sigma$ and $R_i \sigma$. Now, if $k \notin \text{Sub}(R_i)$, then by construction of $\overline{B}^\pi$, we know that $R_i \sigma$ is of the form $\{t'\}_k^z$ for some term $t'$. It follows that $R_i \sigma = m$. Obviously, we have that $m = \{t\}_k^z \sigma = \{t\}_k^z \sigma'$. Thus, $m \in I_{v_i-1} \sigma'$, and therefore, $R_i \sigma' \in d(I_{v_i-1} \sigma')$.

In case, $k \notin \text{Sub}(R_i)$, we can apply Lemma 10 and obtain that $(R_i \sigma)|_{m \rightarrow a} = R_i \sigma'$. Moreover, using Lemma 11 and (**), we know that $k \notin d(I_{v_i-1} \sigma)$. Now, we can apply Lemma 9 and obtain that $R_i \sigma' = (R_i \sigma)|_{m \rightarrow a} \in d((I_{v_i-1} \sigma)|_{m \rightarrow a})$. For $S \subseteq I_{v_i}$ such that $k \notin S$, Lemma 10 implies $S \sigma = (S \sigma)|_{m \rightarrow a}$. By construction of $\overline{B}^\pi$, if $k \notin \text{Sub}(S)$, then $S = \{t\}_k$, and hence, $S \sigma = m$. Since $a \in A_l \subseteq d((I_{v_i-1} \sigma)|_{m \rightarrow a})$, we obtain that $d((I_{v_i-1} \sigma)|_{m \rightarrow a}) \subseteq d(I_{v_i-1} \sigma')$. Consequently, $R_i \sigma' \in d(I_{v_i-1} \sigma')$.
b) We need to show that for every $c \in C_i$ and root path $\pi' = v_1, \ldots, v_n$ where $v_n$ is a leaf in $T^s_i$, we have that $c \in d(T^{s,\nu} \sigma')$. We know that $\sigma$ solves $C$, and hence, $c \in d(T^{s,\nu} \sigma)$. From this, using the same arguments as above, we obtain that $c \in d(T_i^{s,\nu} \sigma')$.

\[ \sigma' = \sigma \]

Moreover, by construction of $C$, $k'$ is only used in this constraint, it is easy to see that $k' \notin d(I\sigma)$. Therefore,

\[ \{(R_1, (R_2, (\ldots R_{n-2}, R_{n-1}) \ldots))\}_{k'}^s \sigma = \{(R_2, (R_3, \ldots R_{n-1}, R_n) \ldots)\}_{k'}^s \sigma. \]

Moreover, by construction of $C$ we have that $k \notin \text{Sub}(R_i)$ for every $i$, and hence, using Lemma 10 it follows that

\[ \{(R_1, (R_2, (\ldots R_{n-2}, R_{n-1}) \ldots))\}_{k'}^s \sigma' = \{(R_2, (R_3, \ldots R_{n-1}, R_n) \ldots)\}_{k'}^s \sigma'. \]

Thus, $\sigma'$ solves the unification constraint.

d) We know that $\sigma$ passes the tests 1., 2.,(a), and 2.,(b) in the third step of \textit{SolveStrategy}. We know that $^{*}C'_i \cap d(T_i^{s,\nu} \sigma') = \emptyset$ for every leaf $v$ of $T_i^s$ and every $i$. If there exists $c \in C'_i \cap d(T_i^{s,\nu} \sigma')$, then it is easy to see that, since $a$ is new intruder atom, from $(T_i^{s,\nu} \sigma')_{a \rightarrow (t_i)_{\nu}} \sigma$ we can still derive $c$. Together with the fact that $(T_i^{s,\nu} \sigma')_{a \rightarrow (t_i)_{\nu}} \sigma = T_i^{s,\nu} \sigma$, this is a contradiction to $^{*}$.

To see that for $\sigma'$, the tests 2.,(a) and 2.,(b) still pass, it suffices to observe that if the matching conditions in 2.,(a),iii and 2.,(b),iii are satisfied for $\sigma'$, then also for $\sigma$. Here we again use that $a$ is a new constant and that we can replace $a$ again by $\{t\}_{k'}^s \sigma$. This concludes the proof of the Claim I.

By assumption, $\nu$ was returned by \textit{SolveStrategy}, and hence, solves $C$ and passes the test in the third step of \textit{SolveStrategy}, we immediately obtain that $\nu$ satisfies the conditions a) to d). Claim I allows us to iteratively eliminate all secure channel keys in $\nu$. We denote the resulting substitution by $\mu$.

\textbf{Claim II.} $\mu(B^3)$ is a concrete branching structure for $P$ which satisfies $C$.

By Remark 8, Claim II implies soundness of \textit{SolveStrategy}.

\textbf{Proof of the Claim II.} We first show that every edge in $\mu(B^3)$ corresponds to a transition in $G_P$ by induction on the length of root paths $\pi' = v_1, \ldots, v_h$ in $B^3$. That is, we show by induction on $h$ that
(i) $\mu(\ell^i_T(v_i))$ is the initial state of $P$,

(ii) $\mu(\ell^i_T(v_i)) \in \mathcal{G}_P$ for $i \in \{1, \ldots, h\}$, and

(iii) $\mu(\ell^i_T(v_i)) \overset{\mu(\ell^i_E)(v_i,v_{i+1})}{\longrightarrow} \mu(\ell^i_T(v_{i+1})) \in \mathcal{G}_P$ for $i \in \{1, \ldots, h - 1\}$.

For $h = 1$, we only need to show that $\mu(\ell^1_T(v_1))$ is the initial state of $P$, which is obvious. For the induction step assume that we are given a root path $\pi' = v_1, \ldots, v_{h+1}$ in $B^s$ (and thus, in $\overline{B}^s$). Let $\rho^s_1, \rho^s_2$ with $\rho^s_1 = R^s_1 \Rightarrow S^s_1$ be the pr-sequence associated with $\pi'$ in $B^s$ and let $\overline{\rho}^s_1, \ldots, \overline{\rho}^s_h$ with $\overline{\rho}^s_i = \overline{R}^s_i \Rightarrow \overline{S}^s_i$ be the pr-sequence associated with $\pi'$ in $\overline{B}^s$. Moreover, let $\mu(\overline{I}_s)$ be the intruder’s knowledge at $v_i$ in $\mu(B^s)$. Note that $\mu(\overline{I}_s) \subseteq I_0 \cup \{S^s_1, \ldots, S^s_{h-1}\}$ where $I_0$ is the initial intruder knowledge in $P$. This inclusion could be strict since some of the $S^s_j$ may be secure channel terms, and hence, are not written into the intruder’s knowledge. Let $\mu(\overline{I}_s, v_i) = I_0 \cup \{\overline{S}^s_1, \ldots, \overline{S}^s_{i-1}\}$ be the intruder’s knowledge at $v_i$ w.r.t. $\overline{B}^s$. Recall that for $\overline{B}^s$, all messages are written into the intruder’s knowledge.

Obviously, point (i) still holds. By the induction hypothesis, we know that $\mu(\ell^i_T(v_i)) \in \mathcal{G}_P$ for $i \in \{1, \ldots, h\}$ and $\mu(\ell^i_T(v_i))$ for every $i \in \{1, \ldots, h - 1\}$. We have to show that $\mu(\ell^i_T(v_{h+1})) \in \mathcal{G}_P$ and $\mu(\ell^i_T(v_h)) \overset{\mu(\ell^i_E)(v_h,v_{h+1})}{\longrightarrow} \mu(\ell^i_T(v_{h+1})) \in \mathcal{G}_P$. We distinguish between the different types of the symbolic transitions. For symbolic $\varepsilon$-transitions this is obvious.

For symbolic intruder transitions, the main point to show is that $R^s_h \mu \in d(\mu(\overline{I}_s, v_h))$. First assume that $R^s_h$ is not a secure channel term. It follows that $R^s_h = \overline{R}^s_h$. Since $\mu$ satisfies condition a), we know that $\overline{R}^s_h \mu \in d(\mu(\overline{I}_s, v_h))$. We know that $\mu(\overline{I}_s, v_h) \subseteq \mu(\overline{I}_s, v_h)$ and that the only difference between $\mu(\overline{I}_s, v_h)$ and $\mu(\overline{I}_s, v_h)$ is that the latter set may contain secure channel encoding messages. Since $\mu$, $R^s_h$, and the terms in $\overline{I}_s, v_h$ do not contain secure channel keys, we immediately obtain $R^s_h \mu \in d(\mu(\overline{I}_s, v_h))$ by Lemma 12. The argument in case $R^s_h$ is a secure channel term is similar.

For symbolic secure channel transition, assume that $\ell^i_E(v_h, v_{h+1})$ is of the form $f, s_c(n, n', R'), sc$. We have to show that $\mu(s_c(n, n', R')) \in (\mathcal{S}^s, v_h)$ and $\mu(R^s_h) = \mu(s_c(n, n', R'))$ where $\mathcal{S}^s$ denotes the secure channel in the symbolic state $\ell^i_T(v_h)$. By definition of symbolic secure channel transitions, we know that $\mathcal{S}^s(n, n', R') \in \mathcal{S}^s, v_h$ and thus, $\mu(s_c(n, n', R')) \in (\mathcal{S}^s, v_h)$. If $R^s_h$ is of the form $s_c(n, n', R)$, then, by construction of $\overline{B}^s$, $\overline{R}^s_h$ is of the form $\{R'\}_k$ for some secure channel key $k$ such that $\{R'\}_k \in \mathcal{S}^s, v_h$ and $k$ does not occur in any other term in $\overline{I}_s, v_h$. We know that $\overline{R}^s_h \mu \in d(\overline{I}_s, v_h)$. Since $k$ does not occur in $\mu$ nor in $R$ and $R'$, with Lemma 12 we obtain that $\overline{R}^s_h \mu = R^s_h \mu$, and thus, $\mu(R^s_h) = \mu(s_c(n, n', R'))$. We now have shown that the edges in $\mu(B^s)$ correspond to transitions in $\mathcal{G}_P$.

The last step is to show that $\mu(T^s_i)$ is a strategy tree for $(C_j, C'_j)$. Properties 1. and 2. of Definition 3 are satisfied as we have just shown. Property 3. of Definition 3 follows
directly from Property 3. of the definition of symbolic strategy trees. Properties 4. and 5. of Definition 3 follow directly from the fact that \( \mu \) passes the checks 2.\,(a) and 2.\,(b) in the last step of SolveStrategy.

6.2 Completeness of SolveStrategy

In this section, we show completeness of SolveStrategy. First, we need to introduce some notation and prove basic properties.

6.2.1 Notation and Basic Properties

In what follows, we define minimal concrete branching structures and show that if there is a branching structure for a protocol, then there is also a minimal branching structure. In the completeness proof, we will turn minimal concrete branching structures into symbolic branching structures. For this to work, due to secure channels some care is required in the definition of minimal concrete branching structures.

We call a sequence \( s = (S_1, \ldots, S_k) \) of sc-terms, a sc-sequence. For a term \( S \), a substitution \( \sigma \) of variables occurring in \( S_i \) for some \( i \), and a message \( m \), we say that the sc-sequence \( s' \) is a \((S, m, \sigma)\)-successor of \( s \) if

\[
\begin{align*}
  s' &= \begin{cases} 
  (S_1, \ldots, S_{i-1}, S_{i+1}, \ldots, S_k) & \text{if } S_i \sigma = m \text{ and } S_j \neq S_i \text{ for all } j < i \text{ and } S \text{ is not a sc-term} \\
  (S_1, \ldots, S_{i-1}, S_{i+1}, \ldots, S_k, S) & \text{if } S_i \sigma = m \text{ and } S_j \neq S_i \text{ for all } j < i \text{ and } S \text{ is a sc-term}
  \end{cases}
\end{align*}
\]

We call the term \( S_i \) the term removed from \( s \).

A function \( \ell_{sc} \) which maps every vertex \( v \in B \) to a sc-sequence is called a sc-function. Such a function is valid if for every \( v \in B \) the following conditions are satisfied:

1. \( S' = \sigma^v((S_1, \ldots, S_k)) \) with \( \ell_{sc}(v) = (S_1, \ldots, S_k) \).

2. If \( v' \) is a successor of \( v \) in \( B \) and \( \ell_E(v, v') \) is of the form \( i \) or \( i, m, I \) (i.e., the transition associated with \( (v, v') \) is an \( \varepsilon \)- or intruder transition), then

\[
\begin{align*}
  \ell_{sc}(v') &= \begin{cases} 
  \ell_{sc}(v) & \text{if } S \text{ is not a sc-term} \\
  (S_1, \ldots, S_k, S) & \text{otherwise}
  \end{cases}
\end{align*}
\]

where \( S \) is the right-hand side of the principal rule associated with \( (v, v') \).

3. If \( v' \) is a successor of \( v \) in \( B \) and \( \ell_E(v, v') \) is of the form \( i, m, sc \) (i.e., the transition associated with \( (v, v') \) is a secure channel transitions), then \( \ell_{sc}(v') \) is a \((S, m, \sigma^v)\)-successor of \( \ell_{sc}(v) \) where \( S \) is the right-hand side of the principal rule associated with \( (v, v') \).
In 3., if $S'$ is the term removed from $\ell_{sc}(v)$, we call $S'$ the \textit{sc-term associated with} $(v, v')$. For $\varepsilon$- and intruder transitions, there is no associated \textit{sc-term}.

We call $B$ \textit{sc-complete} if there is a valid \textit{sc-function} $\ell_{sc}$ for $B$ such that for all $j$, $v \in V_j$, and successors $v'$ of $v$ such that

- the label of the transition associated with $(v, v')$ is $i, m, \text{sc}$ for some $i$ and $m \in S^v$,
- the principal vertex associated with $(v, v')$ is $f$ for some vertex $f$ in $\Pi^i_u$,
- the right-hand side of the principal rule associated with $(v, v')$ is $S$ for some term $S$

the following conditions are satisfied: For every $(S, m, \sigma^v)$-successor $s$ of $\ell_{sc}(v)$, there is a successor $v''$ of $v$ such that $\ell_{sc}(v'') = s$, the label of the transition associated with $(v, v'')$ is $i, m, \text{sc}$, and the principal vertex associated with $(v, v'')$ is $f$.

We can now define minimal concrete branching structures.

\textbf{Definition 15} A branching structure $B$ for $P$ is called minimal if it satisfies the following conditions:

1. $B$ is \textit{sc-complete}.

2. For all $i$ and $(v, v'), (v, v'') \in E_i$ where $v' \neq v''$ and the transitions associated with $(v, v')$ and $(v, v'')$ are $\varepsilon$-transitions, it holds that the principals associated with $(v, v')$ and $(v, v'')$, respectively, differ or the principal vertices associated with $(v, v')$ and $(v, v'')$, respectively, differ.

3. For all $i$ and $(v, v'), (v, v'') \in E_i$ where $v' \neq v''$ and the transitions associated with $(v, v')$ and $(v, v'')$ are secure channel transitions, it holds that the principals associated with $(v, v')$ and $(v, v'')$, respectively, differ, the principal vertices associated with $(v, v')$ and $(v, v'')$, respectively, differ, or the \textit{sc}-terms associated with $(v, v')$ and $(v, v'')$, respectively, differ.

4. For all $i$ and $(v, v'), (v, v'') \in E_i$ it holds that if $\ell_{V}(v, v') = j, m, I$ for some $j$ and $m$, then $\ell_{V}(v, v'') = j, m, I$.

The conditions 2. to 4. correspond to the conditions 4. to 6. for symbolic strategy trees.

The following lemma is easy to show.

\textbf{Lemma 16} If there exists a branching structure for $P$ which satisfies $C$, then there exists a minimal branching structure with this property.
6.2.2 Proof of Completeness

By Remark 8, we have to show that if there exists a branching structure $B$ for $P$ which satisfies $C$, then there exists a successful run of $\text{SolveStrategy}$, i.e., $\text{SolveStrategy}$ outputs yes.

By Lemma 16, we may assume that there exists a minimal branching structure $B$ for $P$ which satisfies $C$. Let $\ell_{sc}$ be the corresponding valid $sc$-function for $B$. Throughout the rest of this section, we use the notation as introduced in Section 6.2.1. The proof has the following main steps

1. Construct a symbolic branching structure $B^s$ and a substitution $\tau$ such that $\tau(B^s) = B$.

2. Show that $\tau$ is a solution of the constraint system $C$ constructed from $B^s$ in second step of $\text{SolveStrategy}$.

3. Since $\tau$ is a solution of $C$, we know that there exists a simple constraint system $C'$ in the sound and complete solution set of $C$ such that $\tau$ solves $C'$. Let $\tau_{C'}$ be the solution associated with $C'$. We show that $\tau_{C'}$ passes the checks performed in the third step of $\text{SolveStrategy}$.

The symbolic branching structure $B^s$ in 1. can be guessed in the first step of algorithm $\text{SolveStrategy}$. Moreover, there is a computation path of the constraint solver such that $C'$ is returned. Given 3., $\tau_{C'}$ passes the checks in the third step of $\text{SolveStrategy}$. Hence, $\text{SolveStrategy}$ returns yes, which shows that $\text{SolveStrategy}$ is complete. It remains to show 1. to 3., which is done in the following sections.

1. Constructing $B^s$. Our goal is to construct a symbolic branching structure $B^s$ for $P$ and a substitution $\tau$ such that $\tau(B^s) = B$. In particular, we define $B^s$ in such a way that the set of vertices and edges of $B^s$ coincides with the set of vertices and edges in $B$, respectively. More precisely, define

- $V^{s,\pi} = V^{\pi}$ and $V^{s,i} = V^{i}$ for every $i$, and
- $E^{s,\pi} = E^{\pi}$ and $E^{s,i} = E^{i}$ for every $i$, and
- $r^{s,\pi} = r^{\pi}$ and $r^{s,i} = r^{i}$ for every $i$.

It remains to define the labeling functions $\ell^s_V$ and $\ell^s_E$ of $B^s$ and the sets of used variables associated with each vertex $v \in V$. For the root $r$ of $\pi^s$ we set $\ell^s_V(r) = q^s_0$ where $q^s_0$ is the symbolic initial state of the protocol $P$. We define the set $\mathcal{X}_r'$ of used variables to be empty.
Assume that for \( v \in V \) the set of used variables \( \mathcal{X}_v \) and the symbolic state \( \ell^s_v(v) \) associated with \( v \) are already defined. Let \( v' \in V \) with \( (v, v') \in E \). We need to define \( \ell^s_E(v, v') \) and \( \ell^s(v') \).

We define the first component of \( \ell^s_E(v, v') \) to be \( j \). We know that \( \ell^s_V(v) \xrightarrow{\ell^s_E(v, v')} \ell^s_V(v') \in \mathcal{G}_P \). Let \( f \) the principal vertex associated with this transition. Let \( \mathcal{X}' = \mathcal{V}(R) \setminus \mathcal{X}_v \) where \( \ell^s_j(R, f) = R \Rightarrow S \) is the principal rule associated with \( (v, v') \) in \( B \). Define \( \Pi^s_j = \Pi^s_j \setminus \{ f \} \) where \( \Pi^s_j \) is \( \Pi^s_{j'} \) with variables \( x \in \mathcal{X}' \) renamed by \( x_{v'} \). In the following, we denote by \( R \) and \( \hat{S} \) the terms \( R \) and \( S \) where the variables \( x \in \mathcal{X}' \) are renamed by \( x_{v'} \).

The set \( \mathcal{X}_v' \) of used variables in \( v' \) is set to be \( \mathcal{X}_v' = \mathcal{X}_v \cup \{ x_{v'} \mid x \in \mathcal{X}' \} \).

To define the intruder knowledge \( I^{s,v'} \), the secure channel component \( S^{s,v'} \) of \( \ell^s_E(v, v') \) and the edge label \( \ell^s_E(v, v') \), we distinguish between the different types of transition labels \( \ell^s_E(v, v') \).

- \( \ell^s_E(v, v') = j \ (\varepsilon\text{-transition}) \): We define
  
  \( a \) \( \ell^s_E(v, v') = j, f \).

  \( b \) \( I^{s,v'} = I^{s,v} \cup \{ \hat{S} \} \) if \( \hat{S} \) is not a secure channel term and \( I^{s,v'} = I^{s,v} \cup \{ R' \} \) if \( \hat{S} \) is a secure channel term of the form \( \hat{S} = \text{sc}(\cdot, \cdot, R') \).

  \( c \) \( S^{s,v'} = S^{s,v} \) if \( \hat{S} \) is not a secure channel term and \( S^{s,v'} = S^{s,v} \cup \{ \hat{S} \} \) if \( \hat{S} \) is a secure channel term.

- \( \ell^s_E(v, v') = j, m, I \) (intruder transition): We define \( \ell^s_E(v, v') = j, f, I \) and the rest as in \( b \) and \( c \) above.

- \( \ell^s_E(v, v') = j, m, \text{sc} \) (secure channel transition): We define \( \ell^s_E(v, v') = j, f, S' \), \text{sc} where \( \ell^s_{\text{sc}}(v) \) is a \( (S', m, \sigma^* )\)-successor of \( \ell^s_{\text{sc}}(v) \) and \( S' \) is the term removed from \( \ell^s_{\text{sc}}(v) \). The intruder knowledge \( I^{s,v'} \) is updated as in \( b \) above. The secure channel component is updated to \( S^{s,v'} = S^{s,v} \setminus \{ S' \} \) if \( \hat{S} \) is not a secure channel term and \( S^{s,v'} = S^{s,v} \cup \{ \hat{S} \} \) if \( \hat{S} \) is a secure channel term.

Using the fact that \( B \) is a minimal (concrete) branching structure, it is easy to verify that that \( B^* \) is a symbolic branching structure.

We now define the substitution \( \tau \). The domain of \( \tau \) is the set \( \mathcal{X} = \bigcup_{v \in V} \mathcal{X}_v \), i.e., the set of used variables in \( B^* \). For a variable \( x_v \in \mathcal{X} \) we set \( \tau(x_v) = \sigma^*(x) \). By induction on \( n \), it is easy to see that for each root path \( v_1, \ldots, v_n \) in \( B^* \) we have that \( \tau(\ell^s_E(v_i)) = \ell^s_L(v_i) \) and \( \tau(\ell^s_E(v_i, v_{i+1})) = \ell^s_E(v_i, v_{i+1}) \) for every \( i \). From this, it immediately follows that \( \tau(B^*) = B \).
2. $\tau$ solves $C$. We have to show that $\tau$ is a solution of the constraint system $C$ constructed from $\overline{E}$. There are three types of constraints in $C$: First, constraints that were introduced for an edge $(v, v') \in E$, the intruder constraints; second, the unification constraints; and third, the strategy constraints.

Let $R : T$ be an intruder constraint of $C$ that was introduced for the edge $(v, v') \in E$. We have to show that $\tau(R) \in d(\tau(T))$. There are three different cases that we have to distinguish: (a) $\ell_E(v, v') = j, m, I$ and $m$ is not a secure channel message, (b) $\ell_E(v, v') = j, m, I$ and $m$ is a secure channel message, and (c) $\ell_E(v, v') = j, m, sc$.

(a) We know that $\tau(R) = \sigma'(R) = m \in d(\overline{T}^v)$ because $R$ is the left-hand side of the principal rule associated with the edge $(v, v')$ in $\overline{B}$. By construction of $\overline{B}$, we have that $\overline{T}^v \subseteq \tau(\overline{T}^{v'}) = \tau(T)$ where $\overline{T}^{v'}$ is the intruder’s knowledge at vertex $v$ in $\overline{B}$. Thus, it follows that $m \in d(\tau(T))$.

(b) We know that $m$ is of the form $m = sc(n, n', m')$ with $m' = \tau(R)$. We have that $m \in d(\overline{T}^v)$. Since, by construction, $\overline{T}^v$ does not contain secure channel terms, it follows that $n \in \overline{T}^v$ and $m' \in d(\overline{T}^v)$. As in (a) we know that $\overline{T}^v \subseteq \tau(\overline{T}^{v'}) = \tau(T)$. Thus, $m' \in d(\tau(T))$.

(c) The term $R$ is a term of the form $\{R'\}^{s}_{k_{w'}}$ where $k_{w'}$ is the sc-key introduced in the transition associated with an edge $(w, w') \in E$ where $w$ is a predecessor of $v$. So the left-hand side of the principal rule associated with $(v, v')$ in $\overline{B}$ has the form $sc(n, n', R')$ and the right-hand side of the principal rule associated with $(w, w')$ in $\overline{B}$ has the form $sc(n, n', R'')$. We know that $\tau(sc(n, n', R')) = m = \tau(sc(n, n', R''))$. Hence, $\tau(\{R'\}^{s}_{k_{w'}}) = \tau(\{R''\}^{s}_{k_{w'}})$. Since $\{R''\}^{s}_{k_{w'}} \in T$, it follows that $\tau(\{R'\}^{s}_{k_{w'}}) \in d(\tau(T))$.

Now, let

$$\{(R_1, (R_2, \ldots R_{n-2}, R_{n-1}) \ldots))\}^{s}_k : \mathcal{I}, \{(R_2, (R_3, \ldots R_{n-2}, R_{n-1}) \ldots))\}^{s}_k$$

be a unification constraint that was introduced when traversing $v \in V$ in step 2. of SolveStrategy. Because $B$ is minimal, by Definition 15, 4. we know that if $v$ has more than one outgoing intruder transition, then the messages delivered are the same. From this it follows that $\tau$ fulfills the unification constraint above.

Since a strategy constraint is of the form $a : \mathcal{I}^{*v}$ for a leaf $v \in T_i$ and $a \in C_i$ for some $i$ and $\tau(T_i^v) = T_i$ fulfills $(C_i, C_i')$ we know that $\tau$ fulfills this constraint.

3. $\tau_C$ passes the tests. We will first show that $\tau$ passes the checks that are performed in step 3. of SolveStrategy and from this it will follow that $\tau_C$ passes these checks.

I) Let $v$ be a leaf of some $T_i$. We know that $C_i' \cap d(\mathcal{I}^v) = \emptyset$ and that $\tau(\ell^v_C(v)) = \ell_V(v)$. Consequently, $\tau$ passes the first check because $T_i$ satisfies $(C_i, C_i')$. 35
II) For every $i$ and vertex $v \in V^i$, we have to show that the following conditions are satisfied:

(a) For every (ground term) $m \in S^{s,v}\tau$, $h$, $f$ such that
   i. $(r_s^{s,v}, f) \in E_{h}^{s,v}$,
   ii. $\ell_h^{s,v}(r_s^{s,v}, f) = R \rightarrow \cdot$ for some $R$,
   iii. $R\tau$ matches with $m$

   there is an edge $(v, v') \in E$ such that the label $\tau(\ell_E(v, v'))$ is $h, m, sc$ and $\ell_E(v, v')$ has the form $h, f, \cdot, sc$.

(b) If there exists an edge $(v, v') \in E$ such that
   i. the transition corresponding to the edge $(v, v')$ is labeled with $h, f, I$,
   ii. $\ell_h^{s,v}(r_s^{s,v}, f) = R \rightarrow \cdot$ for some $R$, and
   iii. there exists $f'$ such that $f' \neq f$, $(r_s^{s,v}, f') \in E_{h}^{s,v}$, $\ell_h^{s,v}(r_s^{s,v}, f') = R' \rightarrow \cdot$

   for some $R'$, and $R'\tau$ matches with $R\tau$ where $R$ is obtained from $R$ by replacing all variables of the form $x$ in $R$, i.e., those variables not indexed by vertices yet, by $x_{v'}$.

   then there exists $v''$ such that $(v, v'') \in E$ and the label of $(v, v'')$ in $B^s$ is $h, f', I$.

Let $v \in V^i$ for some $i$. To show (a), let $m \in S^{s,v}\tau$, $h$, and $f$ satisfy i, ii, and iii as above. We know that $\tau(T_i^s) = T_i$ for all $i$. Since $T_i$ is a strategy tree, there is an edge $(v, v') \in E$ such that the label is $\tau(\ell_E(v, v')) = \ell_E(v, v') = h, m, sc$. This completes test (a).

To show (b), let $(v, v') \in E$ and $h, f, f', R$, and $R'$ satisfy i, ii, and iii as above. We know that $\tau(T_i^s) = T_i$ for all $i$. Since $T_i$ is a strategy tree, there is a vertex $v''$ such that the label of $(v, v'')$ is $h, m, I$ and the principal vertex associated with $(v, v')$ in $B$ is $f$.

By construction of $B^s$, we have that the label of $(v, v'')$ is $h, f', I$ as desired.

So $\tau$ passes the checks performed in step 3. of SolveStrategy. Now we show that $\tau_{C^l}$ passes these checks as well.

A) Let $v$ be a leaf of some $T_i^s$ and suppose that there is an atom $a \in C_i^l$ such that $a \in d(I^s_v\tau_{C^l})$. Then it is easy to see that $a \in d(I^s_v\tau)$, which is a contradiction to I).

B) We now show that $\tau_{C^l}$ passes the checks (a) and (b) of the third step of algorithm SolveStrategy. We start with (a). For this, let $m \in S^{s,v}\tau_{C^l}$, $h$, $f$ such that

   i. $(r_s^{s,v}, f) \in E_{h}^{s,v}$,
   ii. $\ell_h^{s,v}(r_s^{s,v}, f) = R \rightarrow S$ for some $R$, and
   iii. $R\tau_{C^l}$ matches with $m$.
Let $R' \in S^{s,v}$ such that $m = R'\tau_{C'}$. Since $R\tau_{C'}$ matches with $R'\tau_{C'}$, it is easy to see that $R'\tau$ matches with $R\tau$ (since $\tau$ is obtained from $\tau_{C'}$ by replacing intruder atoms by messages). By definition of $\ell_{sc}$, there is a successor $v'$ of $v$ such that $r'_{h} = f$ and $\ell_{sc}(v')$ is a valid $(S,m,\sigma^{v})$-successor of $\ell_{sc}(v)$ with the term $R'$ removed. So by construction of $B^{s}$, the label $\ell_{E}^{s}(v,v')$ is $\ell_{E}(v,v') = h, f, R', sc$, and thus, $\tau_{C'}(\ell_{E}(v,v')) = h, m, sc$ as desired.

Now we show that $\tau_{C'}$ passes the test (b). For this let $(v,v') \in E, h, f, R, f'$ and $R'$ satisfy i, ii, and iii as above. We have to show that there is a successor $v''$ of $v$ in $B$ such that the label of $(v,v'')$ in $B^{s}$ is $h, f', I$. Since we know that $R'\tau_{C'}$ matches with $R\tau_{C'}$, as above we obtain that $R'\tau$ matches with $R\tau$. Since $\tau$ passes the test (b), there exists a vertex $v''$ such that $(v,v'') \in E$ and the label of $(v,v'')$ in $B^{s}$ is $h, f', I$.

This completes the proof of completeness of SolveStrategy.

7 Conclusion

We have shown that game-theoretic security properties, such as balance, of contract-signing and related protocols can be decided using standard constraint solving procedures as a black-box. This opens the way for extending existing constraint-based implementations and tools, which have successfully been employed for reachability properties, to deal with game-theoretic security properties.
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